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Policy Documents: Access

Data Access in ATLAS organized
along DPHEP Access Levels defined
in 2015 Status Report (link)

Level 1

Level 2

Level 3

N[

Level 4

AN

e As all LHC experiments: L4 not release
 Long & successful experience with L1/L2
* New since ODWG: ATLAS plant to start releasing L3 in 2023

Publication

Education & Outreach

Reconstruction & Research

Raw Data

| Not reviewed, for internal circulation only I

ATLAS Data Access Policy

Approved by CB on September 23, 2014
Revision approved by CB on February 12, 2021

Introduction
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document outlines the policy
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In 2020, an LHC Open Data W
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align the approaches to open
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implementation document re:
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The ATLAS policy for data pre{
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Policies for Different

Open access to ATLAS data by
levels of increasing complexit
policy pertains to collision phy
analysis) and the necessary as|
and tools allowing to produce
the ATLAS detector.

The sharing of data with non-
technicalities or new data forr
approved by the ATLAS Execu
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Level-1. Published result
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Conference Notes. All are ope|
beyond copyright law and the
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information on signal acceptances is also made available to allow reinterpretation of these
searches in the context of models developed by theorists after the publication. ATLAS is also
exploring how to provide the capability for reinterpretation of searches in the future via a
service such as RECAST [6]. RECAST allows theorists to evaluate the sensitivity of a
published analysis to a new model they have developed by submitting their model to ATLAS.

Level-2. Simplified data for outreach & education, and collaboration with

non-HEP sciences
Outreach and education

ATLAS recognizes the vital role of of
encourages outreach and educatio|
them. Typically, a fraction of the cd
rich sample of events with interest
publication of a physics result. The
contained formats for educational
environments to allow the easy ex

This includes event displays of sele
illustrating the calculation of invari
etc. ATLAS collision data or simulat|
made such data public for a diversd
and event displays for high-school
subsets of simulated data events fq
data would also be suitable as an ir|
interfaces. Examples of the full con
also be provided for educational p\

The data are provided for educatio
may not be used for publication of

Collaboration with non-HEP sciences

ATLAS encourages scientific collabd
computer science or education. Th
(simulated events or collision data
are used should proceed via the es|
Upon completion of the scientific |
and the tools required to use/acce:
are not sensitive and after confirm.

Level-3. Reconstructed data

ATLAS recognizes the potential value off
available after reasonable embargo peri
by a release of appropriate simulated d
ODWG documents [2,3] detail the LHC-

By far the most practical means of cond
data is in partnership with the collabord
established association programme for
members can submit a proposal, suppo
on a particular topic of interest. These ¢
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if granted give access to the ATLAS data and the internal information required for this
analysis.

Level-4. Raw data

It is not practically possible to make the full raw dataset from an experiment of the scale of
ATLAS usable in a meaningful way outside the collaboration. This is due to the complexity of
the data, metadata and software, the required knowledge of the detector itself and the
methods of reconstruction, the extensive computing resources necessary and the access
issues for the enormous volume of data stored in archival media. It should be noted that, for
these reasons, general direct access to the raw data is not even available to individuals
within the collaboration, and that instead the production of reconstructed data (as
discussed above) is performed centrally. Therefore, ATLAS does not propose to devote
resources to developing access to the full raw dataset for non-members of the collaboration
during the active lifetime of the collaboration. Access to representative smaller samples of
raw data might be considered if well motivated.
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Policy Documents: Access

Level 3: ATLAS participated in new CERN Open Data Working group under DRC

to develop common LHC-wide policy on Level 3 Data
Two Documents:

CERN Policy: begin to release data & software
needed for robust analysis 5 years after close of a run

ATLAS Implementation (v. similar to CMS):

* release 25% of data after 5 years

* release 50% of data after 10 years
 remainder at close of experiment

« max 20% of integ. lumi. as Open Data

| Not reviewed, for internal circulation only |

CERN-OPEN-2020-013

20/11/2020

@

CERN Open Data Policy for the LHC Experiments

November, 2020

The CERN Open Data Policy reflects values that have been enshrined in the CERN Convention for more
than sixty years that were reaffirmed in the European Strategy for Particle Physics (2020)*, and aims to
empower the LHC experiments to adopt a consistent approach towards the openness and preservation

ATLAS
CMS
LHCb
ALICE
TOTEM

internal

of experimental data. Making data available responsibly (applying FAI
of abstraction and at different points in time, allows the maximum realig
and the fulfillment of the collective moral and fiduciary responsibility to|
global scientific community. CERN understands that in order to optimise
and continued resources are needed. The level of support that CERN a
to provide to external users will depend on available resources.

This policy relates to the data collected by the LHC experiments, for the
LHC — high-energy proton—proton and heavy-ion collision data. The f
Data include reinterpretation and reanalysis of physics results, educat]
for technical and algorithmic developments and physics research. Tl
through the CERN Open Data Portal which will be supported by CERN
data will be tailored to the different uses, and will be made availal
experiment that afford a range of opportunities for long-term use, reul
four levels of complexity of HEP data have been identified by the Da
Analysis in High Energy Physics (DPHEP) Study Group®, which serve
diversity of openness solutions and practices.

Published Results (Level 1) Policy: Peer-reviewed publications represe
from the experiments. In compliance with the CERN Open Access H
available with Open Access, and so are available to the public. To maxi
publications, the experiments will make public additional informa
publication, stored in collaboration with portals such as HEPData,* W
specialised tools. The data made available may include simplified or fy
unbinned likelihoods based on datasets of event-level observablg
Reinterpretation of published results is also made possible through 3
collaboration with external researchers.

Outreach and Education (Level 2) Policy: For the purposes of edud
subsets of data are used, selected and formatted to provide rich samplg
impact, and to facilitate the easy use of the data. These data are releg
determined by each experiment. The data are provided in simplifig
formats suitable for educational and public understanding purposes; bu
for the publication of scientific results. Lightweight environments to all

1 European Strategy Group (2020), 2020 Update of the European Strategy for
2 FAIR Guiding Principles for scientific data management and stewardship. Ava
fair.org/fair-principles/.

3 Data management plans are defined by the LHC experiments to address the
data products. See: Akopov et al., Status report of the DPHEP Study Group: To
sustainable data preservation in high energy physics. arXiv preprint arXiv:1205
“ Repository for publication-related High-Energy Physics data: http://www.heg
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CERN Open Data Policy for LHC Experiments: Implementation Plan
November 2020

CERN is establishing an Open Data Policy, which aims to empower LHC experiments to adopt
a consistent approach towards the openness and preservation of experimental data.
Established as a standing working group, the CERN Open Data Working Group (ODWG)?! has
drafted a public Open Data policy document outlining these approaches for LHC experimental
data for distribution and endorsement by the Collaboration Boards of the LHC experiments.

The present document, which is also distributed to and endorsed by the Collaboration Boards
of the LHC experiments, but which remains internal to the LHC collaborations?, describes the
implementation strategies that the LHC experiments will follow in compliance with the public
CERN Open Data Policy. This document will be reviewed by the ODWG at the end of each LHC
running period to ensure its accuracy. If an experiment wishes to make any significant changes
to its Open Data policy or implementation strategy as described in the relevant documents,
they will be raised with the CERN Director of Research and Computing, who would facilitate
review and discussion by the other LHC experiments under the auspices of the ODWG.

Within the framework of the Study Group Levels of HEP Data [1], all experiments follow similar
strategies for Level 1, 2, and 4, while the release strategy for Level 3 data varies. The release
of reconstructed-level data for scientific analysis by one experiment affects the scientific
programmes of all LHC experiments and must therefore be coordinated. The corresponding
implementation plans for Level 3 Open Data are therefore detailed in the following.

Implementation Details of Level 3 Open Data

The Implementation of the Level 3 Open Data policy for the four large LHC experiments is
detailed here. A key component of the implementation strategy is controlling the fraction of
data released after a certain latency period, which is important to ensure sufficient time for
an accurate understanding and the scientific exploitation of the data within the
collaborations. In addition to this latency, data may be withheld if a release interferes
significantly with ongoing analyses.

The following points are common for Level 3 Open Data implementations across the
experiments:

e The experiments will release data associated with the main physics programmes of
the LHC, namely high-energy proton—proton collisions, and heavy-ion collisions. Data
taken during special runs with non-standard beam configurations might not be
included due to the need for specialised treatment of such data.

e The software to analyse the data (including application of the main systematic
uncertainties where practical) will be made publicly available as open-source
software.

e The data formats released will be the same as those used for internal analysis within
the collaboration.

e Publications using Level 3 Open Data will not be reviewed by the collaboration, and
must be clearly marked as being independent of the collaboration.

e The data will be released through the CERN Open Data Portal [2].

1 The current composition of this working group can be seen in Appendix 1.
2 This document is intended to be internal to the LHC Experiments (ALICE, ATLAS, CMS, LHCb and
TOTEM), as well as relevant groups in the CERN Research and Computing Sector (IT and RCS-SIS).




Policy Documents: Access

ATLAS Policy allows for special purpose datasets to be prepared & released for
research policies: accompanied with publication as explanation

Both Bulk Level-3 data and Special Purpose
datasets are/will be released on

CERN Open Data Portal

— crucial service for us for
a long-term OD program
— first datasets under new policy released

— starting to preparer for bulk release
in 2023

@‘ ATL-PHYS-PUB-2021-002
/X 01 March 2021
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Segmentation Networks

The ATLAS Collaboration !

open Search Q Help  About ~
CERN

Simulated low-level channel readout for Z->ee+jets decays in the
ATLAS detector

ATLAS collaboration

Cite as: ATLAS collaboration (2021). Simulated low-level channel readout for Z->ee+jets decays in the ATLAS detector.
CERN Open Data Portal. DOI:10.7483/OPENDATA.ATLAS.53PM.J6PS

Datascience

Description

This dataset includes simulated Z->ee+2jets and ZZ->4e events using the MadGraph event generator, showered with Pythia.
A detailed description can be found in the PUB Note linked below. The dataset is composed of CSV files, one per event,
where each row in the CSV file represents the relevant information to one hardware channel. See the table below for the
column definitions and attached example Python code for reading a single file.

Dataset characteristics
119545 events. 2 files. 9.6 GB in total.
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Focus of ATLAS Level-3 approach:

* release format with best-known calibration (pre-processing): PHYSLITE

* release software that allows full systematic analysis as Open Source

 we release data & tools we use internally to enable best possble analysis
responsibility of users: make use of the available resources

i atlas > §. athena

@%xab athena ® A v | % Unstar 141 ¥ Fork | 1437
AT!.AS Project ID: 53790

-0- 80,372 Commits F 25 Branches <7 1,462 Tags [} 10.6 GB Files [ 10.6 GB Storage 7 177 Releases

The ATLAS Experiment's main offline software repository

DOI 10.5281/zenodo.2641997 Doxygen master

S Q  Search for great cont Explore  Pricing  SignIn

e release 22 development branch requested for a technical run at P:

master athena /|  + v Histc Explore  atlas/analysisbase
ccessible here
Merge branch 'ATLASRECTS-6442_debug' into 'master' [«.. v
Edward Moyse authored 1 hour ago atIaS/a nalysisbase NA¢ 4 Pulls 5M+

By atlas » Updated 7 days ago
ATLAS Standalone Analysis Release
Container



Likelihoods - the best Information we have

Massimo Corradi

It seems to me that there is a general consensus that what is really meaningful for an experiment

Li kel i h o O d Of t h e M e a S u re m e nt is likelihood, and almost everybody would agree on the prescription that experiments should give their

likelihood function for these kinds of results. Does everybody agree on this statement, to publish likeli-
hoods?

Louis Lyons

T h e b GSt y m 0 St p re C i se y m O St re u Sa b I e d ata Any disagreement ? Carried unanimously. That’s actually quite an achievement for this Workshop.

product for existing data we produce at the LHC
p(data | theory)p(theory)

p(theory | data) =

] - ] p(data)
* identified 20 years ago as key Open Science component .
 encodes almost all details of the published result gk
(systematics, correlations, ... )
* enables later re-use by combination CP  Ops  Analysis R

N, Geneva, Switzerland

(global fits)

 directly usable by researches
at a high level (complements L3)

Limits Measurem Data/MC plots
ents

GENEVA
((((((

5 Yield Tables



Likelihoods - the best Information we have

ATLAS releases likelihood as citable, resuable data items

Additional Publication Resources

<S> <S> // : /10.17182/

e P (5 ) External Link External Link : RegionA/BkgOnly. |\

X-section U.L 1 Webpage with all figures and tables arXiv < ( _ / / . // 10.17182 /

X-section U.L 2 PR View/Resource ReglonA/ . . ) ‘ \\

Exclusion contour 1 (Obs.)

Exclusion contour 1 (Exp.)

Exclusion contour 2 (Obs.) @ @
/ / . /10.17182/

Exclusion contour 2 (Exp.) ) i / 4
dat File gz File RegionA/BkgOnly.

SLHA files for the benchmark signal point (120,1) Archive of full likelihoods in the HistFactory JSO < ( - /, . /10.17182/

Sl @ EiL used in the analysis for signal region lowMass and format described in ATL-PHYS-PUB-2019-029. In R(“ q 1 on A/

(Exp.) highMass the sub-directory the statiscal models SR- "<

lowMass, SR-highMass and SR-combined are

Exclusion contour aux 2 (Obs.) Download provided. The SR-combined is a combined fit of
2 the SR-lowMass and SR-highMass. For each mod¢

Exclusion contour aux 2 the background-only model is found in the file

(Exp.) named 'BkgOnly.json'. For each model a set of

patches for various signal points is provided in the

file named 'patchset.json'.

DOI 10.17182/hepdata.92006.v2 DOI 10.17182/hepdata.91214.v3 DOI 10.17182/hepdata.90607.v3

Exclusion contour aux 1 (Obs.)
2

Acc_table_SRhigh

DOI 10.17182/hepdata.89408.v2

DOI 10.17182/hepdata.91127.v2 DOI 10.17182/hepdata.98796.v2
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Likelihoods - the best Information we have

ATLAS releases
‘full orchestra’
of analysis
instruments

follow +

A joint Fermilab/SLAC publication

01/14/21 By Stephanie Melchor

The ATLAS collaboration has begun to
publish likelihood functions, information
that will allow researchers to better
understand and use their experiment's data
in future analyses.

Meyrin, Switzerland, sits serenely near the Swiss-French border,

surrounded by green fields and the beautiful Rhéne river. But a hundred

meters beneath the surface, protons traveling at nearly the speed of

light collide and create spectacular displays of subatomic fireworks

inside the exnerimental detectors of the Larae Hadron Collider at CERN.

Updates > News > New open release streamlines interactions with theoretical physicists

= New open release streamlines
interactions with theoretical physicists

open data

The ATLAS Collaboration has released the first open

likelihoods from an LHC experiment.
12th December 2019 | By Katarina Anthony

Explore ATLAS open likelihoods on the HEPData platform. (Original
image: Ahmet Anil Sen/Behance)

What if you could test a new theory against LHC data?
Better yet, what if the expert knowledge needed to do this
was captured in a convenient format? This tall order is
now on its way from the ATLAS Collaboration, with the
first open release of full analysis likelihoods from an LHC
experiment.

ATLAS-SUSY-2019-08 (efficiencyMap) ATLAS-SUSY-2019-08 (efficiencyMap)

’ Dt D 0 .0 i D .t D 0 .0
TChiWH: pp — 121:,121: - HW x, TChiWH: pp — X, x:,x21: - HW x,

L bestSR s +20% (SModelS) L pyhf combining 9 SRs s +20% (SModelS)
2501 ~—————exclusion (SModelS) 250 ———— exclusion (SModelS)
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200 S ........... +10 (official) 5 200 S ... +10 (official) .5
o Q C =~ . E
2 ol 1 3 ok E
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Figure 3: Validation of the TChiWH (pp — X9%5, X3 — hx{, Xi — WX9) result from
the ATLAS electroweakino search [23], on the left using the best SR, on the right using
the full likelihood.

in accuracy one can reach with using pyhf and full likelihoods. The ATLAS
collaboration is at the beginning of a huge effort to provide full statistical
models for new analyses. The first analyses published already show how this
can help theorists make more trustful reinterpretations. The importance of

such likelihood information for, e.g., global fits, has also been emphasised
in [2].

4. Conclusions

We presented an interface of SModelS to pyhf that enables the use of
the full likelihoods provided by ATLAS in the form of pyhf JSON files. The
SModelS database was extended by efficiency map results with the corre-
sponding JSON files of three new ATLAS SUSY analyses [16, 17, 23| for full
Run 2 luminosity (139 fb™1).

The new version, SModelSv1.2.4, is publicly available from https://
smodels.github.io/ and can readily be employed for physics studies. We
congratulate ATLAS to the important move of making full likelihood infor-
mation available in digital format and are looking forward to including more
such data in future updates of SModelS.

This completes the work started in contribution 15 of [9] for SModelS;
the MadAnalysis 5 interface to pyhf should become available in the upcoming
MadAnalysis5 v1.9 release.

Last but not least we note that the technical discussions with the pyhf
team are handled via github’s issue tracking system, see e.g. https://github.

ATLAS first LHC experiment to push
this Open Data frontier

8



Analysis Preservation

Beyond the collision data, ATLAS produced many other types of data
Importantly, the analyses prepared to study the collision data is itself data
worth preserving

* historical record of scientific process
« useful tool to expand science reach of ATLAS

ATLAS is investing in this area internally and works closely w/ CERN
to develop and use infrastructure (REANA, CAP)



Analysis Implementations

Important Target for Reuse Program: not necessarily the full workflow
but special workflows for reinterpretation of existing analyses (RECAST)
 answer key question: what can existing analysis say about new theories

Signal Region

A . .
CLs = 0.03 . Signal Region
CLs =0.05
Y reinterpret

original analysis (w.r.t model A) original analysis (recast to model B)

* only need to have workflows to re-run analysis on new signhal sample

______________ \| f \ 4
I
Signal Det. Sim. + | Event Stat.
N _S_lg_na_l _Prfp_ar_atl_og AN Analysis Preservation W,

re-run analysis Prerserved
10 on new input Likelihood

New Analysis



Simplified Analysis implementations

HEP has long history of releasing simplified Analysis Procedures
 Rivet, HZTool, ... mostly from a Standard Model perspective

ATLAS has interally been developing a library of simplified analyses
(SimpleAnalys1is) for Beyond-Standard-Model analyses (SUSY, ...)

 This year ATLAS decided to
release this library in-bulk!

ATLAS SimpleAnalysis:
You can handle the truth!

Jeanette Lorenz Zooming in on selection criteria 9

ATLAS
N
On behalf of the ATL (
@ B Prese|ecﬁ0n if(N SLéllaLJets>1 || N_signalldets < 2) return;
\.
AT LAS I_ ( && mbb<=140 && m CT>180) {
EXPERIMENT — e
m CT > 180 && W'CT <= 230) {
. . - { accept("SR h Low binl");
(Re)interpreting the results of new physics Search regions fon.cr > 2 ' 0
(signal, control, < e R e
alidation ccept ("SR_h_Low_bin3"); accept(region)
regions) \ indicates that
160 && mt<240) { we fill in this
ept("SR_h Med"); event for the
T > 180 & m CT <= 230) { '
_I _I \ accept("SR _h Med binl"); named reglon
17.02.21 J. Lorenz, ATLAS SimpleAnalysis 7



Analysis Implementations

Simplified Analyses have their limits
 more complex analyses as with decade of experience with LHC
 Machine Learning, low-level detector-specific inputs, ...

Crucial to preserve the acctual analysis and make it accessible
e caveat: real analysis much more resource intensive than simplified ones

Three Key components:

capture software capture commands capture workflow

archive analysis code incl. what do with the order of individual steps
dependencies captured software

12



Analysis Implementations

In ATLAS: all major Beyond Standard Model groups require publications to
prepare a RECAST Workflow to be run on workflow service (REANA)
Basis for new publications

5 @ ATLAS PUB Note y

ATLAS ATL-PHYS-PUB-2019-032 7

11th August 2019

selectsignals

selectsignals[0]

susy @
RECAST for ATLAS SUSY S— @ ) . .
RECAST framework reinterpretation of an ATLAS

wei}h&{%ml o o
P pmssm-cast ©  Owner p— Dark Matter Search constraining a model of a dark
Higgs boson decaying to two b-quarks

RECAST specs for first wave 2L0J

weightsignals[1]

runfit The ATLAS Collaboration
A ANA-SUSY-2019-08 & runfit[0]
SUSY EWK 1L
A ANA-SUSY-2018-05 © @
RECAST workflow specs for SUSY 2L+Jets an=hieie

A ANA-SUSY-2018-12 [ Developer [sortmier — (g i,) ATLAS PUB Note y

» I ATLAS ATL-PHYS-PUB-2020-007 7
ANA-SUSY-2018-10 f3 - i aconat tice nish FAPERIMENT 27th March 2020
SUSY Strong ']L eventselection low[O] ection_hi gh[O] systemati. low[O] systematics_hi gh[O]
ANA-SUSY-2018-17 © @@ ‘ Ctoomanaite) @ Clminetan) >\ Ctmmsetan) D itisotine in m1 >

A . :
RECAST Workflow for the SUSY Multi-jet (8- wonNgh S — ‘WV

‘ T R Reinterpretation of the ATLAS Search for
A ANA-SUSY-2018-16 £ . ‘ b ‘* Displaced Hadronic Jets with the REcAST

RECAST specs for ANA-SUSY-2018-16
Framework

limitsetti gh setting low

limitsetting_high[0] lmlt etting low[0]

A ANA-SUSY-2018-11 ©
RECAST workflow specs for the Ph+jets anal “‘ “‘
ANA-SUSY-2018-41 ©
Recast space for EWK Fully Hadronic analysis ANA-SUSY-2018-41

The ATLAS Collaboration




Analysis Implementations

Systematic Approach for preserved analyses allow us
to extend physics reach using our existing analysis!

— RECAST res

10° 3 ' =
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Analysis Implementations

Continuing to work with REANA and CERN Analysis Preservation

develop infrastructure for reuse reana

Reproducible research data analysis platform
reana o O

CERN
Analysis Preservation

capture, preserve and reuse physics analyses

@ recast-cd7cd75c #1 finished in 1h 8m 44s
Finished 24 days ago step 10/6

>— Logs 5 Workspace Specification

analysispreservation-dev.cern.ch

analysispreservation-dev.cern.ch

Ste
i & @ gitlab-registry.cern.ch/atlas-mpp-xampp... $ source /r
Kubernetes

selection_stage_mc16a_0 ~

Select job to see logs

4bb1a30e-5b09-4778-b8d4-a5836d15deef

Configured GCC from: /opt/lcg/gcc/6.2.0binutils/x86_64-slc6
Configured AnalysisBase from: /usr/AnalysisBase/21.2.32/InstallArea/x86_64-slc6-gcc62-of

job:

Start a Workﬂow XAOD: : Init INFO Environment initialised for data access
bash: 1line 1: /recast_auth/getkrb.sh: No such file or directory e e e
https://recastwww.web.cern.ch/recastwww/data/reana-recast-demo/mcl5_13TeV.123456.cap_rec
. . Select Platform

Configured GCC from: /opt/lcg/gcc/8.3.0-cebb@/x86_64-centos7/bin/gcc e
Running sample: sample

Ta ki ng L CG r el eases f rom. /Opt/l Cg Select Workflow from the list Processing File: https://recastwww.web.cern.ch/recastwww/data/reana-recast-demo/mc15 131
MyEventSelectionAlg: :h... INFO xsecfile recast_xsecs.txt

ATLAS_RECAST_REANA

MyEventSelectionAlg::h... INFO xsec for 404958 is 0.001220

Taking GOUd.i. fr‘om: /US r'/GAUDI/Zl- 2 . 108/In5t011Area/X86_64-CG”tOS?‘QCC8-Opt () Auto-start workflow 4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamDAOD_SUSY10 : outputSt

xStream = DAOD_SUSY10 (i.e. indentified DxAOD flavour)

o . o . r 4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamAOD : outputStreams =
Conflgur‘ed AthAna.I'ySls Fr‘om ¢ /usr/AthAnalySIS/ZJ' * 2 * 108/In5tallArea/X86—64-CentOS7_g‘ Cancel | 2887537118 : SUSY1lOKernelSkim : desc = N/A : inputStream = StreamAOD : outputStreams = ¢
1235708061 : SUSYlOKernelAug : desc = N/A : inputStream = StreamAOD : outputStreams = :
4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamAOD : outputStreams =
4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamAOD : outputStreams
. 4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamESD : outputStreams
D.l. r‘ecto r‘y Contents: 4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamRDO : outputStreams

4258295465 : AllExecutedEvents : desc = N/A : inputStream = StreamRDO : outputStreams
sum of weights: 10043.3

)
C(MakelL1ists.txt Pt e ot e i TP e At awamie = aznn

Dockerfile

README .md

T [ e i 1 B B e M ST




RECAST

Preserved Analysis can provide "semi-open" accesss at a higher, abstract level
 Science Gateway that lets theorists "query" the data

("here's my theory, is it excluded by your data?)

External Scientists

theory
7?2 —

recast

L 4—
answer = p(theory, data)
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workflow
archive

workflow

f(-,data)

EB Data
Archive

[ data |
[ data |
[ data |
[ data |

compute
resources

na

Reproducible research data analysis platform

CERN




Outlook

ATLAS has a broad Open Science vision focused on providing
best tools for external community

Recently there have been a number of innovations in various areas

* New L3 Open Data policy + first releases

 Open Likelihoods

 Large-scale release of simplified Analysis Procedues
« RECAST & REANA - full analysis preservation

Challenges
 we're new to L3 data, looking forward to learning from you
« HL-LHC makes analysis preservation even harder
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