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Overview
• Started to drain older tranches evening Thurs, 24th June 2021: 


• Setting of 50% job-slot capacity applied:


• (which should correspond now to the number of physical cores?)


• 2014, 2015 and 2016


• New personalities created: multicore-reduced-jobs, ml-reduced-jobs


• Some discrepancy between ATLAS monitoring and Vande, and ATLAS missing pledge (from its perspective).


• Number of running cores in reasonable agreement; extracted HS06 (or Corepower scaling) appears to be the 
issue
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ATLAS view
• Between 21 – 29 June


• Average HS06 ~ 140 kHS06


• Average number of running cores: 12k


• Observe ‘capping’ (?) of mcore slots


• As of 29th; ~9.6k cores and   ~110 kHS06. 


• HS06 is determined from the number of running 
cores and the site-averaged Corepower value


• Historically Corepower was 10,


• More recently, set to 11.7


• Current values is … ?


• In a non-homogeneous / fragmented cluster 
average value is potentially biased …


• For comparison, max host corepower value 13.8 for 2019 hosts (almost 20% difference to current value) 
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Vande View
• For same period, Vande shows movement 

around 100% values.


• Number of cores appears in good agreement.


• What is the definition of the “use / allocation” ?


• i.e numerator and denominator?


• Capping of ATLAS MCore slots?
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Batch system capacity
• 400k HS06 used vs 300k pledged ?


• LHC VO pledge is 369k for 2021-22 ?!?
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Current reported HS06 per tranche 
Totals to around O(400k) HS06
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ATLAS Monitoring plots
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CMS and ATLAS
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IO-wait comparisons
• 21-24th June 

• 27–29th June; arguably higher IO-wait now; but more job-mix related ??
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Vande Job Walltime ratios
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Summary
• Discrepancy between ATLAS and Vande;


• On ATLAS, only have a site-averaged Corepower available


• On Vande, how is it defined? Is it set to current values?


• Might be useful to get plots of HS06 (and cores) groupby tranche, VO  if possible ?


• For reduced-slot efficiencies:


• 2014-highmem tranche:


• Originally had as good an efficiency as the 2019’s; 


• no need to have reduced these;  

• How does the slot reduction affect single-core and multicore workloads and distributions


• Affected all VO’s equally ?


• For ATLAS, Difficult to quantify any real change in efficiency; and differences more likely due to external (other VO?) 
or job mix factors. 


• Number of cores used has decreased from around 15k to 10k over June.
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Backup
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Finished Jobs
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Finished Jobs
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