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Timeline

2
https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm 

Mode GPDs LHCb ALICE

p-p 160/fb 25-30/fb (~50/fb by 
LS4) 200/pb

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm


Computing throughput on GridPP
• UK average of 483k HS06 over last year.


• 430k (for first 3 months),


• 520k (last 3 months)


• Peaks nowrunning  
above 
600k HS06


• Major activities:


• MC reco.


• MC evgen.


• Simulation


• Group prod.


• User analysis
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Federation Avg. 
HS06

2020 
pledge

2021 
pledge

UK-T1-RAL ~156 K 156k 173k
UK-
NorthGrid 136 K 51k 50k

UK-ScotGrid 91.9 K 33k 45k
UK-London-
Tier2 79.4 K 40k 43k
UK-
SouthGrid 37.9 K 21k 22k

Values  not corrected for any differences between actual and defined site core power values

UK ATLAS HS06

Activity Avg. 
HS06

– MC Reconstruction 119 K

– MC Event Generation 97.7 K

– MC Simulation Full 89.0 K

– Group Production 84.6 K

– User Analysis 45.9 K

– MC Simulation Fast 12.2 K

– Data Processing 11.6 K

– Group Analysis 8.31 K

– MC Resimulation 6.77 K

– MC Merge 1.24 K



UK Contributions
• Relative to T1/2 at other clouds (excl. Cern) in last 12 months:


• ~13% of completed jobs and ~10% of running slots.


• Very similar job success rates cf whole T1/T2 sites


• Main failure modes relate to stage-in / out 
failures or failures during direct-IO reading
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ALL T1/T2

19% Failed

UK T1/T2

19% Failed

UK T1/T2

Job completion status

Job failure modes



CPU Efficiencies
• Broad range of CPU efficiencies for various job types:


• ~ 60% average CPU efficiency for IO intensive  
(e.g. MC merge) computations for UK sites


• Usual average metrics hide broad distributions 
in many job types
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CPU efficiencies at UK (T1/2) sites for given job types in last year

Distributions (hourly averaged) of underlying data

Eff
.

Eff
.



GridPP Storage• Site -> site transfers


• ALL (excl. UK) -> UK


• 63 PB transfers


• UK->ALL (excl. UK)


• 58 PB transfers


• UK->UK


• 12 PB transfers


• Intra-site transfers (or from remote SE for storageless sites)  
for inputs for batch Jobs:


• 270 PB data transferred in.


• Regular deletion campaigns performed


• Obsolete datasets (e.g superseded by more recent processings)


• Analysers request exceptions for needed datasets.


• Lifetime-based removal of untouched datasets


• 90PB of Deletions (over 150M objects) during this period.
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All -> UK

UK -> ALL (excl. UK)

Date
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          Federation       Disk     Pledge  

     UK-London-Tier2    4635 TB    4046 TB  

        UK-NorthGrid    7797 TB    6730 TB  

         UK-ScotGrid    3946 TB    3094 TB  

        UK-SouthGrid     691 TB     690 TB  

           UK-T1-RAL   15540 TB   15540 TB  



Other milestones 
• Currently UK holds almost 30PB of  

data (in DATADISK),


• Half contained at T2 sites


• ~30PB on TAPE at RAL


• (17PB for MC, 13 PB for Data).


• During the last year, completion of  
number of major storage tasks:


• Glasgow:


• Decommissioning of DPM storage (for ATLAS)


• Completed Ceph commissioning; moved to production


• Oxford:


• Migration to a storage-less site: 


• RAL operating as endpoint;


• investigating XCache


• Note; storage decommissioning is O(3-6) month operation.
7

Only currently existing RSEs plotted



Data throughput
• Data throughput into Tier-2 sites over last year (averaged over 1 hour intervals):


• Bottom left plot: Transfers via FTS / TPC (e.g writing into DATADISK)


• Bottom right plot: Including writing of data to local disk (or direct IO) for jobs


• Right;  Transfers from RAL to Oxford Xcache (max 9.6 Gb/s, top 25% of  
transfers around 4+ Gb/s. 
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Speed [Gb/s]

mean 2.7
10% 0.7
25% 1.4
50% 2.4
75% 3.9
90% 5.5
max 9.6

Data input throughput Gb/s

Oxford Xcache



Moving to WebDav
• GridFTP transfers ~ deprecated;


• WebDav protocol to be used for WAN and (ideally) LAN transfers


• dCache, DPM, Storm technologies all enabled


• XrootD, main functionality provided with 5.2


• Echo / XrootD+Ceph functionally available, not yet deployed into  
production


• Tuning of block / buffer sizes may provide throughput optimisation.


• Fraction of transfers to / from UK Tier-2/3 sites by protocol
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Data Carousel
• Data Carousel:


• Provide orchestration between workflow management (ProdSys2 and PanDA), DDM (Rucio) and tape endpoints


• Enable large (bulk) processing campaigns by staging a fraction (e.g sliding window) of data to disk at any one time.


• iDDS (Intelligent Data Delivery Service) introduced: 
Interacts between Rucio and JEDI  
(Job Execution and Definition Interface) to release tasks (jobs) for 
partially staged datasets


• Decouples (asynchronously)

• data pre-processing, delivery, and main processing 


• Also being exploited for Hyper-parameter tuning tasks and in  
non HEP fields. 

• Data Carousel in use for some time now for production.


• ATLAS moving to larger file sizes stored on Tape, O(5–10)GB.
10 EPJ Web of Conferences 251, 02006 (2021)  

Staging throughput for RAL during testing.  
Gaps in staging due to site staging profile  

and task execution demands.

Figure 4: Data Carousel with iDDS

they should have been distributed by the weight of free space at the sites. Rucio uses as con-
cept called replication rules to enable users and external applications to replicate data. After
investigation, it was discovered that the weighting option of a replication rule, which influ-
ences the selection of destination storage, is ignored if any files in the dataset have replicas
on any storage in the replication rule’s RSE expression, since the algorithm aims to mini-
mize data movement. The bias in the Data Carousel therefore was normal, because some
sites had RAW files already available, and so those sites were preferred even though they
had less free space. The second issue is related to the pinning of files in the buffer of the
tape system after recall. Due to many different scenarios, it is possible that a file is evicted
from the buffer before it has a chance to get transferred. This problem leads to a cycle of
recall and deletion without any transfer progress. This was addressed through an exhaustive
study of FTS pinning mechanism, Rucio pinning mechanisms, and selective adaptions of the
necessary timeouts.
Thirdly, the orchestration engine in Rucio has a throttling component which releases trans-
fers in FIFO mode. For the Data Carousel, it is necessary to release the transfer in a smarter
grouped FIFO mode. This means that if a transfer is being released, it should also release all
the transfers of the same dataset, so they are submitted to FTS in the same time-window to
allow subsequent grouping on FTS side, and thus, on the tape system. This mostly covered
throttling per activity and destination pair. An additional mode was added to allow the Data
Carousel to be able to throttle per destination over all potential activities. The last, and ar-
guably most important extension was the addition of the rule progress meter. Since a single
replication rule in Rucio can potentially affect thousands of files, it is necessary for the AT-
LAS workflow management system to understand how far the replication rule has progressed,
and not only wait for the final completion. A new percentage based messaging mechanism
was developed, which is directly consumed by the Production System via ActiveMQ.

4 Improvements on tape systems from sites
As explained in our previous paper [8], one important metric in this R&D project is tape
efficiency, which is defined by the ratio of the throughput delivered to end users over the

5

EPJ Web of Conferences 251, 02006 (2021) https://doi.org/10.1051/epjconf/202125102006
CHEP 2021

https://www.epj-conferences.org/articles/epjconf/pdf/2021/05/epjconf_chep2021_02006.pdf


Reconstruction Updates
• Athena reconstruction in release 22 


• new for run-3 and upcoming run-2 reprocessing


• Move from MP (Multi-Processing) to (MT) Multi-Threaded model.


• Plot (right) illustrating better sharing of memory from MT


• Throughput (plot bottom right), showing gains between r21 and r22:


• improvements in track selection / optimisations contributing.


• On a ~ typically 8 core job with 16 GB allocation MT allows for  
better utilisation of resources:


• e.g in r21 a  6-worker  
MP job just fits into the 
footprint.


• 8 thread MT in 21 
yields ~ 70% 
improvement in  
throughput.

11 ATL-SOFT-PUB-2021-002



• Hard-scatter (process of interest) is superimposed on number of underlying ‘pile-up’ events in same collision process.


• Up-to ~ 70 additional interactions during run-2 data-taking


• (Even more complex as events in pre- and post-  
bunch-crossing may impact trigger response, etc. 


• Current simulation 


• Min bias and hard-scatter combined at HITS level for digitisation


• MC+MC overlay approach:


• Large sample of already digitised mixed min. bias events overlaid on hard scatter event.

Simulation updates

12
arXiv:2102.09495 

results in some loss of information and thereby could reduce the accuracy of the simulation when using the
presampled pile-up method, as is discussed in Sections 5–8.

For all the comparisons shown in these sections the hard-scatter events are identical for the two methods but
the pile-up events are di�erent. This makes the estimation of the uncertainties di�cult as the hard-scatter
is fully correlated while the pile-up is not. As most of the quantities are selected to be sensitive to pile-up,
the uncertainties are calculated assuming the two samples are uncorrelated but in some distributions this
leads to an overestimate of the uncertainties, e.g. in the reconstruction e�ciencies of tracks and leptons and
in the trigger e�ciencies.

Figure 4: The presampled pile-up workflow schema. The oval steps represent an action while the boxes represent
data files of a given format. The final box is the reconstructed data in analysis format.

4 Computing performance comparison

In this section the performances of the two simulation chains are compared in terms of CPU time, memory
usage and I/O. The validation in terms of physics performance is presented in subsequent sections.

The main computing performance benefit of the presampled pile-up simulation chain stems from the
fact a pile-up dataset is only created once per MC production campaign, and then the individual events
within that dataset are used for multiple hard-scatter MC samples, as opposed to being created on demand
independently for each MC sample. An MC production campaign happens typically once per data-taking
period and comprises billions (B) of hard-scatter events and thousands of individual samples. A sample
is defined as a set of MC events generated using the same input parameters, e.g. a sample of CC̄ events
produced by a certain MC generator with a given set of input parameters. The same presampled pile-up
event can thus be overlaid on many di�erent hard-scatter events from di�erent MC samples. In doing so,
care needs to be taken to ensure that no undesirable e�ects on physics analyses occur due to reusing the
same pile-up events, as is discussed below.

In ATLAS, typically 70% of the CPU resources are devoted to MC production via the simulation chain; the
remainder is used for data processing and user analyses. At present, with the Run 2 pile-up profile, the
simulation chain CPU usage is broken down into about 15% for event generation, 55% for G4 simulation,
20% for digitisation and 20% for other tasks (reconstruction, trigger, event writing). The presampled
pile-up scheme decreases the digitisation time to a negligible level and thus reduces the overall CPU
resources required for MC production by about 20%, as is discussed below.

The average CPU time per event in the standard and presampled pile-up simulation chains as a function of
` is shown in Figure 5. As can be seen, both depend linearly on ` but the slope is about 50 times larger for
the standard pile-up than for the presampled pile-up simulation chain. For the standard pile-up simulation
chain, the CPU time required at ` = 70 is 7.5 times larger than for ` = 10, while for the presampled pile-up

8

• Reduction of CPU by 20% anticipated


• RDO (minbias) step performed at sites capable of higher resource 
requirements,


• Overlay step somewhat simpler on resources: Smaller Minbias files 
and with sequential read access; 


• Can be performed on larger set of sites, with prestaging of data

https://arxiv.org/abs/2102.09495


Derivation format and Workflow updates
• Primary analysis format (AOD) too large for general 

analysis:


• Run-2; O(100) formats of derived AODs of  
         O(1%) initial volume.


• For Run-3 :


• Aim for single format, appropriate for most 
analyses, and prototype run-4 super-condensed 
format.


• Unskimmed, but some reduction of information 
(e.g removed tracks below given pT).


• Lossy compression potentially available for truncation of  
floating point bits in certain observables.


• DAOD_PHYS:


• ~ 50kB/evt


• DAOD_PHYSLITE:


• ~15kB/evt


• Containing calibrated objects only


• Potential for better hit rates in Xcaches, or whole years at single sites.


• Current DAOD formats


• May exist for a while, while analyses complete


• Some specialised DAOD formats will remain, for CP groups, and  
physics groups not able to utilise standard selections.


• AODs:


• Available primarily on TAPE, with coordinated campaigns  
for new DAOD productions 13 ATL-SOFT-SLIDE-2019-810

Format Event Size [kB] Nominal total size / collision 
year / version

AOD 600
DAOD_XYZ 40-450

DAOD_PHYS 30–50 O(1.3) PB
DAOD_PHYSLITE 10–15 O(0.5) PB



Summary
• Run-3 rapidly approaching;


• Number of Data challenge-type tests to begin (See talk from Alessandra Forti)


• Full Run-2 reprocessing shortly to get underway


• MC generation campaigns for run-3 to start ~ End-of-year.


• Transition to tokens; 


• VOMS deprecation during run-3


• Token-capable services should generally be in place for start of run-3


• Discussions are still active on tokens management and workflows


• Heterogeneous computing; ATLAS exploring and utilising various workflows 
 (eg. Commercial Cloud, HPC, GPUs for hyper-parameter optimisations, etc.)


• New data formats for reduced analysis data-size footprint for run-3  
(and run-4 prep. developed). 


• Updates to reconstruction software and MC min-bias overlay;  
reduction CPU, IO consumption


• Feasibility of exploiting ‘unreliable’ storage and QoS under study  
(See talk from Rob Currie) 


• Increased usage of TAPE for AOD storage (with Data carousel model)


• Disk space will remain at a premium going into HL-LHC
14

12.3 Projections for the three scenarios 12 RESOURCE ESTIMATES

will be re-reconstucted at the same time as the data to ensure consistent software is used for both data
and Monte Carlo. It is assumed that after some six years, there will have been sufficient improvements
in the quality of the physics modelling and simulation to warrant fully re-generating, re-simulating and
re-reconstructing all MC samples relevant to ongoing and planned physics analyses. DAODs are assumed
to be rebuilt every four to six months to account for new object reconstruction calibrations. Each version
is assumed to be kept on disk for two years to ensure physics analysis can use a consistent version
throughout the publication process.

12.3.1 Estimates for the LHCC common scenario

In the context of the LHCC HL-LHC Computing review, ATLAS and CMS agreed to provide resource
estimates based on a jointly-defined scenario that assumes an instantaneous luminosity of 7.51034cm�2s�1

during 2028 in Run 4. This scenario is summarized in the last column of table 10.
Both table 11 and figure 5 show the results for this scenario. The three ATLAS computing scenarios and
the forecast of +10% and +20% resources capacity increases per year are shown in the table. The red open
triangles shown in Figure 5 represent the resources needed under the ATLAS computing conservative
R&D scenario. The projected results for Run 4 are very similar to the ATLAS conservative R&D scenario
for Run 5, except for the tape requirements. These are lower due to smaller amount of data recorded up
to 2028.
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Figure 5: Estimated CPU, disk and tape (at the Tier-1 and Tier-0) resources needed for the years 2020 to 2034 under
the different scenarios described in the text. The solid lines indicate annual improvements of 10% and 20% in the
capacity of new hardware for a given cost, assuming a sustained level of annual investment. The blue dots with
the brown dashed lines represent the three ATLAS scenarios following the current LHC schedule. The red open
triangles indicate the Conservative R&D scenario under an assumption of the LHC reaching hµi= 200 in 2028
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