
It is not a mass peak. Now what? 

 

~6σ being said. What would convince us as a community?  

 

 
* Provocative questions to launch the discussion 
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“Consensus talk” : important outcome yesterday 

•  Extremely interesting collaborative work: 

 

•  Comparison when using same input? 
Workshop - 21 Oct 2021 
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b→sll Discussion: Building Consensus 

How can we – HEP Community - convince ourselves (& the world..) ? 

 

1)  how conservative does one need to be? 

2)  how to quantify the significance? 

3)  how to proceed from here? 

Workshop - 21 Oct 2021 3 



1) How conservative does one need to be? 

 
–  LHCb wants to be conservative about any claim 

–  Does the theory community have recommendations for LHCb ? 
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2) Quantifying significance ? 

•  How to treat theory uncertainties? 
a)  Use all observables with best knowledge?  (à and quantify Ci  ?) 

b)  Only use clean observables?   (à only quantify significance ?) 

•  “Look-elsewhere-effect” in Wilson Coef. space? 
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Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.

q2 bin [GeV2/c4] dB(B0
s!�µ+µ�)

B(B0
s!J/ �)dq2 [⇥10�5GeV�2c4] dB(B0

s!�µ+µ�)
dq2 [⇥10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11

4.0–6.0 3.05± 0.24± 0.06 3.11± 0.24± 0.06± 0.15

6.0–8.0 3.10± 0.23± 0.06 3.15± 0.24± 0.06± 0.15

11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23

15.0–17.0 5.15± 0.28± 0.10 5.25± 0.29± 0.10± 0.25

17.0–19.0 4.12± 0.29± 0.12 4.19± 0.29± 0.12± 0.20

1.1–6.0 2.83± 0.15± 0.05 2.88± 0.15± 0.05± 0.14

15.0–19.0 4.55± 0.20± 0.11 4.63± 0.20± 0.11± 0.22
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.
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where the branching fraction ratio B(�! K+K�)/B(f 0
2! K+K�) = 1.123± 0.030 [26] is121

used. To separate the f 0
2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123

is performed. The B0
s ! f 0

2µ
+µ� signal decay is modeled in m(K+K�µ+µ�) using the124

sum of two Gaussian functions with a power-law tail towards upper and lower mass and in125

m(K+K�) using a relativistic spin-2 Breit–Wigner function. The model parameters are126
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
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2) Quantifying significance ? 

•  How to treat theory uncertainties? 
a)  Use all observables with best knowledge?   

b)  Only use clean observables? Which ones? 
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p-value SM �t
For the frequentist �ts, the p-value of goodness-of-�t can be computed from Wilks’ theorem

p� valueSM = �� F(��
SM; nobs)

with F(��; nobs) the �� CDF and nobs the number of independent observables in the �t (measurements of a
given observable by different experiments are counted as different observables).

I ACDMN
Global �t : ndof = ��6 ) p� value = �.�%
LFU �t⇤ : ndof = �� ) p� value = �.�%

I AS
Global �t : ndof = ��� ) p� value = �.�%
LFU �t⇤ : ndof = �� ) p� value = �.�%

I HMMN
Global �t : ndof = ��� ) p� value = �.�%
LFU �t⇤ : ndof = � ) p� value = �.��%

⇤LFU �t: all the measured LFU observables + B(Bs ! µ+µ�) (all groups)
+ effective Bs ! µµ lifetime + radiative decays + B(Bs ! Xsµ

+µ�) (depending on the group)

B. Capdevila, M. Fedele, S. Neshatpour, P. Stangl Flavour Anomaly Workshop, �� Oct. ���� Backup �/��
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3) How to proceed from here? 

How can we – HEP Community - convince ourselves (& the world..) ? 

 

•  How should we proceed? 
–  (g-2) example: theory and experiment synchronized? 

–  Another joint workshop? 

* Of course a lot will depend on future experimental input! 
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b→sll Discussion: Building Consensus 

How can we – HEP Community - convince ourselves (& the world..) ? 

 

1)  how conservative does one need to be? 

2)  how to quantify the significance? 

3)  how to proceed from here? 
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2) Quantifying significance ? 

p-value of SM hypothesis?  

  

  Δχ2 wrt discovery hypothesis (coherent pattern) ?   

   

       Look-elsewhere effect ? 
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Figure 17: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labelled SM. The central
value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% CL, etc. intervals for the result presented in this letter are
shown as blue contours, while the yellow contours indicate the previous measurement [12].
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Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.
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B(B0
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1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
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