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EIC R&D For Computing and Software

EIC Computing and Software is in a very early life stage

● The current focus is supporting detector design

● Software Working Group within the EIC Users Group works with the community and proto-

collaborations to address software needs and evolving R&D

● Legacy codes and frameworks are in use

● Distributed Computing approach to supply resources for studies

● At the pre-requirements stage for production computing and software activities

https://eic.github.io/organization/swg.html


The Software Working Group collected information on the community's 
specific software tools and practices during the Yellow Report Initiative.

Q7. Do you have any comments on your current experience with EIC 
Software?

Common message:
Priorities for consolidating around 

common software are in MC 
generators and detector simulation

Driven by community need, ‘bottom up’



MC event generators for EIC

EIC community has been organized around its MC generator needs already 
for several years 
Precision measurements at the EIC require advancements in QCD theory and 
computational methods. 



Detector simulation for EIC: eAST (eA Simulation Tool)

• eAST is toolkit for Electron-Ion Collider simulation studies built on top of Geant4.
• It is a turn-key application. 
• Requirements:

• ability to reuse existing simulation works

• ease of switching detector options with comparable levels of detail

• ease of switching between detailed and coarse detector descriptions

• ease of switching between full Monte Carlo and fast simulation at component level

• ability to integrate beam test setups for physics validation and parameter optimization

and

• ease of leveraging new and rapidly evolving computing architectures

• Strong tie-up

• EIC user community

• eAST development team

• Geant4 core developers

• eAST lead by Makoto Asai



eAST design concepts

• Modularity

• integrability / flexibility at the level of detector component

• choice of CAD/GDML or hard-coding geometries

• physics options per detector components

• Thinnest wrapper

• use native Geant4 functionalities as much as possible

• quick catchup of Geant4 evolutions

• Controllability

• everything to be controlled by GUI / macro file

• e.g. particle flux scoring and plotting histograms and n-tuples 

Side note:

Geant4 version 11.0 (Dec.2021) 

includes

• Task-based event parallelism

• New set of EM physics specialized 

to HENP calorimeter

• Integrated filling and drawing of 

histogram / 2D-plot

Near future Geant4 (2022~) will 

include

• Task-based sub-event parallelism 

suitable for heterogeneous 

computing architecture



eAST in action (early days)
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ECCE (partial)



EIC Common Software: The Software EOI (and ‘living’ planning document)

• Software Tools for Simulations and Reconstruction

• Monte Carlo Event Generators 

• Detector Simulations 

• Reconstruction 

• Validation

• Middleware and Preservation

• Workflows

• Data and Analysis Preservation 

• Interaction with the Software Tools

• Explore User-Centered Design

• Discoverable Software cvmfs/spack

• Data Model Common data format

• Future Technologies

• Artificial Intelligence

• Heterogeneous computing

• New languages and tools

• Collaborative software
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institutions

https://eic.github.io/activities/eoi.ht

ml

https://indico.bnl.gov/event/8552/contributions/43221/
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https://indico.bnl.gov/event/8552/contributions/43221/


AI/ML for EIC

AI/ML already has an important presence in EIC, with one of the proto-collaborations (ECCE) 

applying it to detector design optimization, as well as applications such as streaming DAQ, and a 

community-level AI/ML working group being established to explore and develop AI/ML’s potential



• EJFAT - ESnet / JLab FPGA Accelerated Transport:

• Pilot Project funded Advanced Scientific Computing Research (ASCR), Office of Science in DOE

• Purpose:   Demonstrate seamless integration of edge / core computing to support direct experiment data processing at HPC 
Centers

－ Support High Data Rates (100Gbs) with guaranteed Quality of Service (QoS)

－ Dynamic Compute Work Load Balancing via AI/ML

－Workflow Support: 

• Streamed Data Processing / Storage

• real time researcher feedback

− Explore with ESnet  next generation networking fabric / control
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Experiment HPC Center



Thanks

EIC Software and Computing Vision:

● Seamless data processing from detector readout to analysis
● Common, community software where possible
● Leverage tools and applications from related activities

○ Collaborating institutions
○ WP7 activities

● Distributed Computing Model that includes HPC centers
● Use  AI/ML to maximize the physics potential of the EIC from design to physics results

The EIC has a vibrant software community

● Organizing effectively around essential needs like MC 
● Organizing early and actively for the long term 


