
Explore with a small model



Model fails to train when scaled up

with the same hyperparameters



What This Work Allows You To Do

Before After
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WHAT DO THESE HAVE IN COMMON?

Manhattan Project Space Program
Large pretrained language/vision models

Å Revolutionary achievements, paradigm shifts of their times

Å Started races between nation-states

Å Each empirical test is very expensive

Å Require extensive theoreticalcalculation first before launching any empirical test

How to train large models reliably and optimally?
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òTransferó = optimal hyperparameter remains stable with model size



Key Empirical Results
IWSLT14 De-En

WikiText-2

GPT-3 6.7BBERT



Theoretical Foundation
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Any time during initialization or training:

1. Every (pre)activation vector should have ǆ(1)-sized coordinates

2. Neural network output should be O(1)

3. All parameters should be updated as much as possible (in terms 
of scaling in width) without leading to divergence.

Desiderata for a Good Parametrization

Big ὕor ɡsuppress constants not 

dependent on width ὲ, including 

input and output dim

Å Given these desiderata, deriving ‘P ~= deriving the renormalizability of an effective field theory

Å i.e. dimensionanalysis in width (compared to dimensional analysis in cutoff)



Note: focus on scaling with fan_in or fan_out; everything elseis a tunable constant

Maximal Update Parametrization (‘P)



Empirical Evidence



2-hidden Layer MLP on CIFAR-10
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Transformer on Wikitext-2

Standard Parametrization Max Update Parametrization

(XEntTemp)



Step 1:
Parameterize BERT in ‘P

Step 2:
Tune hyperparameters on BERTSMALLvia random search 

(256 combinations)

Step 3:
Copy the best hyperparameter combination to BERTBASE  

and BERTLARGE

VTune once, use for a family of models

VOnly run the large models once

Model # of 

params

Tuning cost 

(V100 yr)

Our 

Speedup

BERTSMALL 13M 1.8 1x

BERTBASE 110M 7.2 4x

BERTLARGE 336M 40 22x

Tuning BERT with ‘Transfer



OpenAI GPT-3 Family + ‘P

Hyperparameter Optimum is Stable Wider is Always Better Given the Same HPs


