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1.

2.

What is a Tier3?

Everything that is not a Tier0/1/2?
Non-6rid site, i.e. local cluster with only local access?

MONARC definition different from WLCG definition
(nonel)

Also depends on who one talks to

Various semantics strangeness:
a2 Tier3 collocated with a Tier2/1/0
2 Tier2 collocated with a Tierl

Some “different Tiers” share the same storage

Some “different Tiers” even share the same WNs (I)
2 In fact just different queues on the same "site”

Let's see how we use and handle the various cases in
LHCb
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Sites that are not “official Tier2”

i.e. those that did not sign the MoU and do not pledge formally
resources

We use them as any other site, very effective (see plot)
Run MC Simulation jobs

No disk requirement

Output data upload to a Tierl

o Tierl association by country
o E.g. German sites to KIT, Croatia assigned to Germany, therefore to KIT

A few "non-6rid” sites (so-called DIRAC sites), i.e. no CE, pilot
submission to the batch system

Jobs @ All sites

CPU @ All sites 40 Weeks from Week 52 of 2010 to Week 41 of 2011
O LCG.CERN.ch 4277556 A I I ) ] ) y
B LCG.GRIDKA de 3879234
40 Weeks from Week 00 of 2011 to Week 41 of 2011 W LCG.CNAFit 204549.9 50 |-
B LCG.IN2P3.fr 175857.1
LCG.IN2P3 fr LCG.CNAF it [l DIRAC.YANDEX.ru 1744594
DIRAC YANDEX ru B LCG.NIKHEF.nI 159065.2 °
e NIKHEE ! B LCG.Manchester.uk 157523.7 2 S 'Tes
nl @ LCG.RAL.uk 156730.0
LCG.GRIDKA.de B LCG Krakow.pl 151969 7
B LCG.IN2P3T2.fr 148310.3 SOl
B LCG PIC.es 122708.7
B LCG.RAL-HEP.uk 119782.6
B LCG.Pisa.it 112268.0
B LCG.UKI-LT2-IC-HEP.uk 106587.6
B LCG.GLASGOW.uk 874331
@LCG.CNAF-TZ.K 75616.4 30 b
LCG.CEMN.60G TCD.ie 748118 "
W LCG.SARANI 745695 .g
B LCG.GRISU-UNINA. it 742334 z
@ LCG.DESY.de 61002.7
B LCG.AUVERfr 59747.9
W LCG Liverpool.uk 58156.9
B LCG.UKI-LT2-QMUL uk 56488.0 20
O LCG.USC.es 51624.5
O LCGJINR.ru 50107.3
O LCG.CSCS.ch 48899.2 CPU I
B LCG.Barcelona.es 46709.7 e e
W LCG.Oxford.uk 453982 p
O LCG . Legnaro.it 44266.5
B LCG LAPPfr 423499 10
B LCG Lancashire.uk 392438
B LCG ECDFuk 36063.7
O LCG.UKI-LT2-Brunel.uk  35674.0
B LCG.LAL fr 335294
B LCG.CPPM.fr 325708
B LCG.NIPNE-07.ro 322521 0
u Eg'gap?rl{r k géggg-? Jan 2011 Feb 2011 Mar 2011  Apr2011  May 2011  Jun 2011 Jul 2011 Aug 2011 Sep 2011  Oct 2011
E LCG.UNINA it 29880.7 Max: 49.1, Min: 0.69, Average: 16.0, Current: 3.30
@ LCG.KIAE.ru 276645
: tgggi&?d‘-ﬁﬂuk g{ggg; W MCSimulation 79.5% W DataReconstruction 6.6% [0 DataReprocessing 17%
plus‘64 more N m user 10.1% @ DataStripping 20% @ Merge 0.1%
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University clusters

Independent clusters, i.e. not located on the same site as a
6rid site

a2 Could possibly have an SRM-enabled storage (DPM)

2 LHCb provides tools for:

« Distributing software

« Replicating datasets (DIRAC DMS)
Registered in LFC if SRM (easier, better bookkeeping)
Local disk array otherwise
Handled by the local team of physicists

Special queues on the same cluster as a 6rid site, reserved
for local direct batch submission

a2 Usually have access to the local Grid storage
x« Use directly replicated datasets

1 Also use the locally deployed (or CVMFS) software
a2 Job submission using ganga to the local batch system

Usually unknown to the central operations team

2 Only local SE registration in LHCb DIRAC configuration (if
SRM)
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