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AGENDA:

= ASIC Technology Support for HEP institutes
= Updates for 130nm & 65nm common design platforms
= 28nm common design platform, technology access and design sharing framework

= EP R&D WP5 - 28nm technology radiation evaluation and IP blocks



ASIC Technology Support for HEP projects -

We need consistent desing platforms so that the design teams can focus on
their design work, without having to resolve the same integration tasks

ASICs Technology Support

Develop and maintain common ASICs Design Platforms
Provide technology and EDA tool supportto designers

Distribution and maintenance of specific macro blocks and
design flows of general use

Organize and provide training
Provide support to HEP community for selected technologies

Foundry Access Services

Establish Commercial Contracts with silicon vendors
Establish NDAs’ that allow for collaborative work

Organize & coordinate silicon fabrication

Responsible: K. Kloukinas > 20 years service



ASIC Technology Support for HEP projects -

Kostas Kloukinas Technology support & Foundry Services coordinator
Wojciech Bialas Computing infrastructure and EDA tools
Alessandro Caratelli ASICs technologies and EDA tools support

Marco Andorno ASICs technologies and EDA tools support

Alessandra Fioriti ASICs technologies and EDA tools support (unfortunately Alessandra recently changed project)



Common design platforms -

The CERN design platform including the release of the Mixed Signal Design Kits for multiple design nodes:

= Provides a common platform to consolidate all technology nodes on the same design flows

" The design platforms are adapted to provide — common design approach — * Exchange and support collaborative work

= |nteroperability within the HEP community

L : : avoiding incompatibilities across design teams
= Minimize differences when moving from one node to another J P g

so that the designers do not need to train on multiple methodologies = Optimize efforts to integrate a “design environment”
= The design kits are updated following all the major foundry releases

= Every year the design kits are tested and eventually adapted to support the latest EDA tools Europractice release

Technology files,
DRC decks, Digital libraries EDA workflows RadTol I
Foundry PDK EM models, etc. with layout views and scripts el (e G2

CERN common design
platforms




Common design platforms

2020/2021 design-kits updates summary:

FOUNDRY 1 FOUNDRY 2

130nm
8RF-DM

Cost efficient
technology for
Mixed-Signal designs

1 Metal stacks
supported

STABLE

High density, High
performance
technology.

1 Metal stacks
(1p8)

Future evaluation
= PDK available

= No active work at
the moment

130nm
HPC

Cost efficient
technology for
Mixed-Signal designs

2 Metal stacks
(1p7 and 1p8)

Major updates

= |ast release
T v2.6_CERN_v3.1
(Nov. 2020)

= Last update
Semptember 2021

LP

High performance
technology

3 Metal stacks
(1p6,1p7, 1p9)

Minor updates

» Last update
Feb 2021

28nm
HPC

High density, High
performance
technology.

7 Metal stacks
(1p8)

New design kit 2020

= Last update
December 2020

28nm
HPC+

High density, High
performance
technology.

1 Metal stacks
(1p9, evaluating 1p8)

New design kit 2021

» Last update
September 2021




Legacy Common Design Platforms updates -

Foundry-2 130nm
Last release V3.1 (Dec. 2020)

Added 1p8 6x1z1u metal stack support
in addition to the 1p7

Techfile update:

The former CERN design kit custom techfile based on the Foundry-2 techfile
v2.4a was updated and merged with the information from the latest Foundry
techfile 2.6b release of 2020

Added ICT and grcTechFiles for Electro-migration (EM)
analysis in Voltus or Voltus-Fi

Fixed LVS issues on digital standard cells

PVS LVS and Extraction deck added to the PDK
PVS DRC Rules update

Calibre Dummy Fill rules update

Added Metal slot Calibre file in the PDK

Fix M8 routing issues for Cadence Innovus

[ Major release available via IMEC QUERIO platform ]

Update of Calibre LVS, PEX and extraction rules for 8 metal
stack.

Fixed grcTechFile

Fix VIA area discrepancy between qrcTechFile in different
corners

Add AP layer as routing and extraction layer in both metal
stacks

Wire Bond and Bumping Rules Update
Updated CERN IO pads, comprehensive of .lib files
Documentation update

Prepared and tested with:
o Cadence Virtuoso v. IC_6.1.7.823

o Cadence Genus/Innovus/Tempus/Voltus v. 19.10



Legacy Common Design Platforms updates -

Foundry-2 65nm [ Patch release available via CERN ASIC support ]
Last release V2.0 (2019) — minor updates patch V2.1 (2021)

EM models (ICT and grcTechFile) for Voltus and Voltus Fi
= Update of Calibre PEX rules for 1p6 and 1p9 metal stacks
= Update Calibre DRC deck

o Design Rules, Antenna, wire-bond and bumps ules
= Minor digital library fix
= Documentation update
= Working with:

o Cadence Virtuoso v. IC_6.1.7 and v. IC_6.1.8

o Cadence Genus/Innovus v.19.10 and v.20.10



~— The CERN-HEP 28nm Common Design Platform

\_

The 28nm common design platform

Digital standard-cell
Foundry PDK libraries including
physical views

Several limited-access Additional settings and
technology files environment setup

NIBJAXS
Commercial contract
Framework for
collaborative design

Design workflows for
analog, digital and
mixed-signal design

A growing set of
macro-cells and
RadTol IP blocks

Support for specific
EDA tool platforms

Allowing to:

O Support collaborative work in 28nm
O Mitigate incompatibilities across design teams

O Optimize efforts to integrate a design environment




The 28nm common design platform -

The 28nm technology PDK flavor

= The design node becomes affordable during the last years and it is expected to
become the “mainstream” process for our future developments (similar as 65nm)

= The HPC technology will be gradually replaced by HPC+
o HPC+ has become recently the industry standard
o HPC+ has significant advantages over HPC.

o As a consequence, in 2021 Europractice provides only
one mini@sic in HPC and 3 in HPC+

= The Europractice mini@sic scheme is flexible to allow smaller areas

at the lowest possible cost: CcPU

Speed

o The number of mini@sic runs increased SAEE

o The minimum area to be used isTmm?
1.7GHz

o The incremental area is charged per 0.1mm?

o The design does not need to be square 1.2GHz
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The 28nm common design platform -

= Multiple metal stack combinations and technology options available for Europractice mini@sic runs

28 HPC SM

1p8m_5x1z1u_ut-alrdl

28 HPC+ mmWave PDK ™

8M
oM

1p7m_4x1y1z_alrdl
1p8m_5x2r_alrdl  1p8m_5x2r_ut-alrdl | 1p8m_5x1z1u_ut-alrd| mini@sic runs introduced in 2021

1p9m_5x1y1z1u_ut-alrd

= Narrow down choices to enable for a common design platform to facilitate

o Exchange of IP blocks
o Work on common projects

o Sharing prototyping costs

= CERN MSOA Design kits

o 28 HPC 8M -

(PDK installed and design platform prepared in 2020 (with Cadence VCAD)
Support dropped since the mini@sic runs are now transitioning from

/ \HPC to for HPC+

"A new common design platform was prepared in 2021

o 28 HPC+ mmWave 9M -

— It is currently the metal scheme adopted by all the CERN projects

o 28 HPC+ mmWave 8M -

1p9m_5x1ylzlu_ut-alrd _Optimal for routing resources
4

1p8m_5x1z1lu_ut-alrdl | Evaluating future usage
| Native support for Inductors




The 28nm common design platform

~— The CERN-HEP 28nm Common Design Platform

NIBJAXS
Commercial contract
Framework for
collaborative design

Digital standard-cell
Foundry PDK libraries including
physical views

Design workflows for
analog, digital and
mixed-signal design

Several limited-access Additional settings and
technology files environment setup

A growing set of
macro-cells and
RadTol IP blocks

Support for specific
EDA tool platforms

Allowing to:

MSOA Design Kit

O Support collaborative work in 28nm
O Mitigate incompatibilities across design teams

O Optimize efforts to integrate a design environment




The 28nm common design platform -

The CERN MSOA Design Kits implementation

Custom IC PDK (for analog design flows) Digital implementation set (for digital design) Back-end views
Devices Std cells front-end views Std cells GDS Extraction and DRC deks
PCells Tech. DB Abstract LEF files Tech. LEF Std cells spice models Models, configuration
Models I T (usually not accessible) Several other design files
. ) ( _ ' ~
Contains: Contains:
Foundry Rules for the metal and cut layers, =  Rules for the metal and cut layers, ®  Routing-specific information for routing
Foundry rules for the masterslice layers (poly, well, =  List of valid routing layers and vias. o non-default rules for selected nets.
and diffusion) = Antenna Checking rules o default routing pitch and width
S ) = C‘urrent c.le.n'5|ty limits
=  Sites definition
- J

Implementation of a common OA Design Kit (MSOAPDK)

Allow for an OA-based interoperable mixed-signal flows
(instead of keeping digital and analog design flows separated)



The 28nm common design platform -

The CERN MSOA Design Kits implementation

= Developed by the CERN ASIC Support Team in collaboration with Cadence VCAD Design Services

The ITDB (Incremental Technology Database) MS-OA approach

Abstracts I

Digital implementation Sites, Vias,
library set I al Non-Default Rules,

tech. lib Innovus Constraint Group

Custom IC PDK

— Foundry Constraint Group
Tech. DB Base tech. lib | Virtuoso Default Setup

Virtuoso Default Extractor
All other constraint groups

\

Suitable for stable process nodes (recently supported by Cadence tools )
® This is the approach used in the F2-28 HPC and HPC+ design kit

= Resolves the inconsistencies between Tech-LEF and Virtuoso tech. lib
® Analog design tools (i.e. Virtuoso) obtain the rules from the tech. lib

= Digital design tools (i.e. Innovus, Voltus, etc.) obtain all the rules from
the ITDB Layer which inherits and overrides the tech. lib information

= Presence of a new “foundry group” in the incremental tech file, which
will be used exclusively by Innovus for DRC rules

® Facilitate updates without the need of manual handling the
tehcnology information like in 130nm and 65nm design platforms



The 28nm common design platform
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The 28nm common design platform

Foundry digital standard cell libraries
xxbn28hpcbwp

Poly pitch
HPC+ Gate Density Speed Active Power Static Power
ity 1) Faster 30nm 12T KGates / mm? GHz nW/MHz nW/MHz [40nm
response l——
35nm Gate L 30nm 2,971 X y z
35nm 2,971 0.900 x 0992y 0.446 z
Less leakage 40nm
40nm 2,971 0.806 x 1.003y 0232z
I40nm
| W
HPC+ Gate Density Speed Active Power Static Power
30P KGates / mm? GHz nW / MHz nW / MHz
1—-—9_—-12 Tracks 7T 4,289 0.742 x 0.601y 0.485 z I
9T 3,961 0.886 x 0.781y 0714z
12T 2,971 X y z
HPC+ Gate Density Speed Active Power Static Power
S _I_ |_ _I_ H _I_ 12T 30P KGates / mm? GHz nW / MHz nW / MHz
VT — LT — AV Vy LVT 2,971 1.351 x 1235y 5.305 z
UHVT — ULVT — EHVT i 2on ; ; :
HVT 2,971 0.654 x 0911y 0.127 z
Limited to max 4 V types per design UHVT 2,971 0.229 x 0903y 00197

(in addition to std-V; including SRAM V; )



The 28nm common design platform -

Access to the Foundry SRAM compilers

= Memory blocks compiled at request Please contact asic.support@cern.ch specifying
the type and size of the block required

SRAM types available:
O Single Port SRAM

© Dual Port SRAM > The SRAMs radiation performances will be
O Ultra High Density - Single Port SRAM characterized in the coming months
O

Ultra High Density - Dual Port SRAM

—

= Sleep mode with data retention (power shutdown periphery and control)
=  Shutdown without data retention (shutdown entire memory)
= Dual rail supply

= 4 thin metal layers used



The 28nm common design platform

Radiation tolerant pads and ESD protections Development outsourced to SOFICS

Recently delivered to CERN
“ ESD protection design outsourced to Sofics

® Pad ring compatible with the foundry IO pad library.
= Core voltage 0.9V - 10 Voltage 1.2V / 1.8V
= List of cells part of the CERN design kit:

Circuit schematic:

SF_OV9_POWER_CLAMP_CORE_GROUND ESD core power rail clamp with PAD connection to core ground rail(VSS)and core side E
SF_OV9_POWER_CLAMP_CORE_SUPPLY  ESD core power rail clamp with PAD connection to core supply rail (VDD) and core side 10 g
SF_1V2_FULL_LOCAL_CDM LOCAL CDM ESD protection for 1.2V 10

SF_1V2_FULL_LOCAL LOCAL ESD protection for 1.2V IO G2
SF_1V2_OVT overvoltage Tolerant ESD protection for 1.2V 10 A A
SF_1V2_POWER_CLAMP_IO_GROUND 1.2V ESD 10 power rail clamp with PAD connection to 10 Ground Rail (VSSPST) and core side G1
SF_1V2_POWER_CLAMP_IO_SUPPLY 1.2V ESD 10 power rail clamp with PAD connection to 10 Supply Rail (VDDPST) and core side

SF_1V8_FULL_LOCAL LOCAL ESD protection for 1.8V 10 LA
SF_1V8_FULL_LOCAL_CDM LOCAL CDM ESD protection for 1.8V IO B

SF_1V8_OVT overvoltage Tolerant ESD protection for 1.8V 10 VSS
SF_1V8_POWER_CLAMP_IO_GROUND 1.8V ESD 10 power rail clamp with PAD connection to 10 Ground Rail (VSSPST) and core side IZ}
SF_1V8_POWER_CLAMP_IO_SUPPLY 1.8V ESD 10 power rail clamp with PAD connection to 10 Supply Rail (VDDPST) and core side

SF_POWERCUT Metal only spacer cell to cut all but core ground rail (VSS)

SF_SPACER_WO05 Metal only spacer cell to allow interfacing of Rad-Tol cells with Foundry cells




The 28nm common design platform -

Digital implementation design flows

QRC TechFiles Verilog RTL

= Implementation flow with Cadence Stylus Common Ul

Elaboration
— FIOWklt based |mp|ementat|on ﬂOW Modes and Constraints

Generic optimization
P&R settings

= Up to date with the latest Europractice release of the Cadence tools

Tech mapping
Floorplan

O For 2021: Innovus 20.1, Genus 19.1, Voltus 20.1, Tempus 20.1, Quantus 20.1, ...

Incremental optimization

Early DRC Signoff extraction

" Available at gitlab.cern.ch/asic-design-support/digital-flow-28nm:

Placement Signoff STA

L

(11T

Opt. with ideal clocks Formal equivalence

= Different approach compared to the previous nodes:

i

Clock tree synthesis Signoff power analysis

o The idea is to provide, in addition to a design flow mechanisms for the users to have a custom
solutions according their needs

o
o
(@)

Optimization

Routing LVS

o Set of advanced procedures for the physical implementation steps

Parasitic extraction

+  Specific for the design node and according foundry and tool vendors recommendations

|

Signal integrity analysis

 Specific for radiation tolerant design
STA

o Design-flows and PDKs are verified by Cadence VCAD, and will be validated on silicon: —

*  RISC-V based SoC prototype (Dec 2027 — M. Andorno, A. Caratell, R. Pejasinovic - See next presentation)


https://gitlab.cern.ch/asic-design-support/digital-flow-28nm

The 28nm common design platform -

28nm Sign'Oﬁ: COorners (the flows include scripts to configure the digital design flows and extraction)

P V T RC corner )
Setup SS -10% -40°C  C_worst_T - RC_worst_T
125°C C worst T - RC worst T Variable OCVs per Delay-Corner and per Library
Hold SS -10% -40°C  C_worst - RC_worst Minimum 20 Delay
125°C C_worst - RC_worst Variable OCVs per Delay-Corner and per Library Corners for STA sign-off
FF +10% -40°C  C_best - RC_best - C_worst - RC_worst Variable clock uncertainty margins
(5%for1.0V)  125°C C_pest - RC_best - C_worst - RC_worst
0°C  C_best - RC_best - C_worst - RC_worst Y,

On'Chlp Variations Setting for 28nm HPC+ (the flows include a set of .json tables and scripts to setup OCVs and uncertainties)

Process OCV Flat or Stage-Based* variable with: PVT corner ~ RC corner

Voltage OCV Flat only variable with: PVT corner  RC corner Device Vt IR-drop Pifézrsgrgerates per:
Temperature OCV Flat only variable with: PVT corner ~ RC corner Device Vt IR-drop * Launch

Wire OCV Flat or Stage-Based* variable with: PVT corner RC corner > DRI

Spatial OCV Flat only variable with: PVT corner  RC corner Path length




The 28nm common design platform -

Power reduction techniques in 28nm designs

= Architectural changes ——— flow support and scripts setup 1
" Tune the logic = Standard-cells selection and multi-library optimization

= Adapt the clock tree

= (Use multi Vt cells = 30nm | Gate L 1| Tracks VT — VT — HVT | V5

= | Use multiple transistor lengths 35nm 9 UHVT — ULVT

= | Use different tracks libraries 40nm 12

= [ Use Multi-Power domains . J

= | Power shutoff (PSO)
flow support and scripts setup

= available libraries for: SVED

+ Power switches .
. Available only for
* Isolation cells coarse-grain approach

- Level shifters |
+ Retention registers

DVSS |

= Scripts for:
Multi power-domains design
Block power-down



The 28nm common design platform -

28nm technology access & design sharing framework

The design sharing and the distribution of the Common Design Platforms and IP blocks,
within the HEP community is subject and must comply to:

CERN

Foundry EDA Tool vendor

3-way NDA Design Sharing

Agreement

Design Sharing
compliance letter

= Special NDAs need to be negotiated = CADENCE Design Share Agreement = Export control compliance
with the foundry that permit related to the EUROPRACTICE = Design sharing to third parties limitation
collaborative work software services academic and * Warranties and condition
research laboratory end user * Non-commercial use
agreement = Design work acknowledgment

For more info and to download the forms, lease contact asic.support@cern.ch



asic.support@cern.ch

The 28nm common design platform -

Accessing the 28nm common design platform and design sharing

= The "standard” 3-way NDA does not allow the disclosure of technology information to third
parties and thus prohibits collaborative work

= CERN, IMEC and the Foundry negotiated a HEP specific 3-way NDA that permits collaborative
among HEP institutes and universities

= The HEP specific 3-way NDA has the same Terms & Conditions as the 3-way NDA covering the
130nm and 65nm technologies from the same Foundry

= OnJune 30, 2021 the Foundry confirmed the acceptance of all Terms & Conditions

= On Sept. 22, 2021 the Foundry informed CERN that the signatory version of the 3-way NDA
will be send out shortly



The 28nm common design platform -

Accessing the 28nm common design platform and design sharing

= As soon as CERN - IMEC - TSMC begin the signatory procedure, CERN will invite the HEP
institutes and universities to contact IMEC and request to sign the HEP specific 3-way NDA that
will give them access to the 28nm common design platform

= Similar to the common design platforms for the other technology nodes,
the 28nm common design platform will be distributed as follows:

|.  MSOA PDK (Mixed Signal Design Kit) via the IMEC QUERIO platform

ll. IP blocks, Radiation Tolerant Macros, SRAMs, Design Flows, via CERN ASIC support team




Technical support and resources -

Technical support for the common platform usage and designs related issues

Designers can contact asic.support@cern.ch

We receive generic and project specific technical requests:

@)

Support for design specific issues related to the EDA tools
and Design Flows

Support for issues with the Common Design Platform and PDKs
Project specific suggestion requests

Distribution of shared IP blocks (i.e. generation of SRAM blocks
and assistance for design integration)

More administrative-like requests (NDA sign, technology
information access, design kits download)

If the question require more expertise than what we can provide:

* We involve Cadence VCAD services
* Request technical information and documentation to the foundries
* We reach out for suggestions from our CERN EP-ESE collogues

* We forward the request to CHIPS

SYNOPSYS'
cadence

E Foundries }

cadence
VCAD\ Services

//, //,
’ 4
/ 4
/7 4
’ e
1 e
»
\\
CERN \
ASICs Technology Support )
\\
\
\

I

Institutes }

<

[[[[[[[

~
N

Contract with Cadence VCAD services: -

(@)

(@)

Integration & maintenance of design kits

Outsourcing technical tasks related to the common design
platforms or critical requests

Training courses


mailto:asic.support@cern.ch

Technical support and resources -

Training courses

= System Verilog Advanced Verification Using UVM = 3-day courses involving hands—on examples
© A Cadence Training Course adapted for CERN-HEP users O Morning lectures and afternoon practical exercises
L. . . . O Use of CERN microelectronics computing facilities
= Digital Hierarchical Implementation workshop (Servers, licenses)

O Learn the main concepts of the digital implementation from the o Also this year the courses will be held remotely
synthesis, physical implementation and signoff (RTL to GDS)

O Lab sessions based on: ® Training team

O The Cadence tools (Europractice release version) .
O Morning lectures

O the CERN-HEP Common Design Platforms . _
(using the Foundry-2 65nm PDK at the moment) * B. Genneret - Cadence (Digital Implementation)
* O. Dennewald - Cadence (UVM)

O Co-developed between CERN EP-ESE ASIC Support service and
Cadence VCAD design services O Lab session preparation and exercises

* M. Andorno, W. Bialas, A. Caratelli, A. Fioriti
= Digital Implementation in 28nm — Not yet available

O Availability according Foundry Design Sharing Agreements sign

O We expect to run this course starting from middle 2022



Technical support and resources

Digital Design Hierarchical Implementation workshop

2-4 December 2020
13 participants

Webinar

4-6 November 2020
10 participants

Webinar

19-20 November 2019
12 participants
CERN Training Room

1-3 July 2020
12 participants

Webinar

IFICATE

TRAINING

CERT
v

Mr. GEORGIOS ATHANASOULAS

s
Pt ity

R T
DIGITAL HIERARCHICAT IMFLEMENTATION PLOW DIGITAL WIERARCHIGAL INFLEMENTATION PLOW
Py

oS

Objectives:

3 days course — 12h of theory and 12h or lab sessions

Number of Hours:
Additional Requirements:

Course code:

Next session: November 2021
For subscription please contact asic.support@cern.ch

CERTIFICATE CERTIFICATE DIGITAL HIERARCHIGAT INFLENENTATION FLOW.
o TRAINING g7 TRAIIIE ClE R}TIKF.};&A Rt Learning Type:
Mr. GIAN‘?J‘X:?T)’;‘:RGAM!N Mr. ROBERTO BECCHERLE e Wi‘z{.’g”:&%“s Domain:
et Format:

Target Audience:

Contact:

Course Price (CHF):

Course program:

Digital Hierarchical Implementation
Flow (VLSI)

Skip to Session
Na

7N Description and sessions in English
Day?1: digital block synthesis and floorplanning
* Digital ICintro

® Timing constraints

® Synthesis and optimization

® Scan test synthesis

Lab1: synthesis

® Floorplanning

Lab2: floorplanning

Day2: digital block implementation

® Placement

* Timing/Power analysis

® Optimizations

* Routing

® Signal Integrity

Lab3: place and route

Day3: hierarchical analysis and signoff checks
® Backannotated simulations

Lab4: simulation

® Block models generation

* Top level analysis

Lab5: hierarchical flow

® Signoff STA with Tempus

® Signoff irdrop with Voltus

® Signoff drc/lvs with PVS

Labé: signoff analysis

Classroom
Electronic engineering
Lectures & Hand-on examples

® ASIC designers specializing in electronics for HEP experiments
® CAD engineers

Floorplan and create partitions for your design

Implement the blocks and the top-level design

Learn and use customized scripts (CERN Flow Scripts) that contain the recommended
commands and options to implement your design

Use of TMR techniques for SEU mitigation in digital designs

technical.training@cern.ch

0

24

Verilog HDL, Cadence Innovus Implementation System

194DHI01


mailto:asic.support@cern.ch

Technical support and resources

System Verilog Advanced Verification Environment Using UVM

2-4 December 2020
13 participants

12-14 November 2020
10 participants

Webinar

CERN Training Room

AT DTTITTT A
AP TE

CER}IFICATE

TRAINING

Mr. GEORGIOS ATHANASOULAS

ety
DIGITAL HIERARCHICAL IMPLEMENTATION FLOW

CERTIFICATE

o TRAINING

This cortffon that
Mr. ROBERTO BECCHERLE

o el ol e s
S e
DIGITAL

3 days course — 12h of theory and 12h or lab sessions

Next session: December 2021
For subscription please contact asic.support@cern.ch

Course program:

Learning Type:
Domain:
Format:

Target Audience:

Objectives:

Contact:

Course Price (CHF):
Number of Hours:
Additional Requirements:

Course code:

SystemVerilog Advanced Verification
Environment using UVM

Skip to Session
N

as Description and sessions in English

Introduction to UVM methodology and Universal Verification Component (UVC) structure
Overview of the router lab project

Stimulus modeling

Simulation phases

Creating a simple environment

Test classes

Configuration, Type Overrides and the Factory
UVM sequences

Connecting to a DUT

Interface and module UVCs

Multichannel sequences (virtual sequences)
Building a scoreboard

Transaction-level modeling (TLM)

Functional coverage modeling

Register Modeling in UVM

Conclusions

Lab exercises are structured around the verification of a real-life router design. The lab
sessions include:

Creating simple stimuli

Universal Verification Component (UVC) architecture
Factories and configuration control

Sequences

Integrating multiple UVCs

Writing multichannel and system-level tests
Building a scoreboard

TLM connections

Functional Coverage

Simple register modeling

Classroom
Electronic engineering

Lectures & Hand-on examples

ASIC Design Engineers.
Verification Engineers

Understand the features and capabilities of the UVM class library for SystemVerilog

Create and configure UVCs for your verification environments

Combine UVCs to implement a verification environment based on a proven methodology for
creating reusable, scalable, and robust verification components

technical.training@cern.ch

0

24

Verilog HDL, SystemVerilog, Cadence UVM
194SAV01
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Technical support and resources

Technical information access and knowledge sharing among the community

We are currently building a new (and better looking) website where it will be possible to access additional technical material
and usefull information in a more easy and structured way, in particular for the 28nm node.

Technical website

‘ ASIC Support Mome  Technologles  FounoryServices  Design Took ond digiha ic Comemunity
Homa.

ASIC Technology Support & Foundry Services

Search. ol

The CERN EP-ESE group is offering a set of for ) of state of the ant
for the of front-end electronic crcuits n the Mgh Energy Physics

—

ASIC Technology Support

Provide access 10 foundry Design Kits based on Cadence design tools., specialized design flows and technical material

through & secure web site.

Provide designers pport v sessions.

Foundry Access Services

Organize Multi Project Waser (MPW) runs in selected CMOS technologies that have been found particularty appropriate
for use in modern HEP experiments.
HEP Microelectronic community Forum

In the CERN ASIC-Support documentation forum launched in 2019 you can find suggestions, documentation and
S0iLi0ns 10 CoMMOn issues.

designers.

Repositories

A ASIC Design Support @
Group ID: 21258 Leave group

Recent activity (last 90 days)

Merge Requests opened Issues of pened Members added
Subgroups and projects Shared projects  Archived projects. Search by name

tsmusr1 £ Owner

o2
Projects accessible only with TSMC 65nm NDA. @ll2] bo Q2 &2s

> B D digital_IPs ©  Owner o/l2] mo Q1 &6
> B T tsmc28 & Owner [@[2) mo @1 &1

private &  Owner

B P private to the CERN ASIC Support members @/l2] Bo Ro &1
[1 C CERN Digital Flow 28nm [ *0 4 months ago
[ C cem-flows & *2 6 months ago
[ D Digital Flow Private *0 6 months ago
[1 D Digital Implementation Workshop Labs (3 *0 6 months ago
[ s Synopsysdigital flow ] *o 5 months ago

Experimental digital design flow based on Synopsys tools

HEP ASIC designers forum

@ IC Technologies and design support [~]
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ERN

HEP ASIC designers community forum

HOME TECHNOLOGIES FOUNDRY SERVICES DESIGN TOOLS AND FLOWS
all categories » Latest
Category
&TSMC 28nm

Here you can find design material and documentation for designing with the TSMC 28nm process.
The access to this area is limited to the designers who have signed the TSMC 28nm NDA.
8 28nm NEWS | & 28nm tech-resources-restricted

&TSMC 65nm

Here you can find design material for developing circuits in the TSMC 65nm process. Access to this
site is limited to the TSMC designers group who have signed the TSMC NDA.

] & TSMC 65 PDK Updates || @ TSMC-65nm Macro-Cells || & TSMC-65nm TechLibrary

| & TSMC-65nm Tutorials || & TID Models

&TSMC 130nm

Here you can find design material for developing circuits in the TSMC 130nm process. Access to this
site is limited to the TSMC designers group who have signed the TSMC NDA.

] & TSMC-130nm Macro-Cells || & TSMC-130nm TechLibrary || & TSMC-130nm Tutorials

| & Radiation tolerance

&Radiation tolerance

In this category you can find and share material concerning radiation tolerance and hardening topics.
Since the access to this category is not protected, please do not post NDA protected material.

&Digital
** Digital Design strategies and tools usage**
| & Soft-Macros-Cells | & Flow and Scripts

&Analog and Mixed Signal

** Analog design related topics **

&MIC Cluster and Repositories
** CERN ME computing infrastructure and repos related topics **

Generic

Welcome to the CERN ASIC-Support documentation forum. In this page, you can find suggestions,
ion and ions to issues. Feel free to share any information that could be

useful for the microelectronic designers in the HEP community.

Uncategorized

Topics that don't need a category, or don't fit into any other existing category.

&Lounge

A category exclusive to members with trust level 3 and higher.

Technical support and resources

0.0

2

FORUM CONTACTS

#~ 4+ New Topic

Latest

& ¥ Welcome to
Discourse

Fix VIA array DRC
Issue in Innovus flow
[l & TSMC-130nm Tutoriale

Newer versions of git

g client

]| & MIC Cluster and Repos...

lonizing Radiation
Effects on 28nm
CMOS Technology

1l & 28nm NEWS

N28HPC+ PVS DRC
within Innovus > 20.x

»%9 for Mixed-Signal
designs
J & TSMC 28nm 0 votes

¥ TSMC N28HPC+

available digital
libraries

[ 428nm NEWS

N28HPC+ Power

integrity checks
@» recommendations

J & TSMC 28nm 0 votes

N28HPC+ PVS

device-level LVS
%l within innovus

J & TSMC 28nm 0 votes

N28HPC+ PVS DRC
within Virtuoso for

&‘ analog and MS ) ¢

The idea of the forum is that everybody can benefits from the findings, solutions
and scripts of the others without having to deal with the same issues.

You are invited to partecipate and share any usefull information and material!

As was reported
metal-u (7) genel

According the ne
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VIA6Merge
/7 ( (34
MinArray =
// get ari|
VIA6Array
VIA6InArrg
EXT VIA6In

where VIA6_S_Z

In the image beld

which violates th

Fix VIA array DRC Issue in Innovus flow

N28HPC
Signal designs
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PVS LVS for qud RUn-to-run TID-induced variability in 65 nm CMOS technology
« In the layout vi By GiU|iO BOfghe"O
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Library wsPVS_QUANT]

* To monitor the run-to-run variability in the TID-response of MOS transistors, the same test chip is
added at every prototyping and production run

* The test structure contains nMOS, pMOS, core and I/O transistors of various sizes

* The test chips are exposed to increasing levels of total ionizing dose. For each step of TID,
I"(V%)and I"(V')measurements are performed

sat
15y

Reported parameters: w

- lsat

1
sa 0
e T |

L
g
During irradiation: 2 10 ——Ips(Vg) @Vps = 1.2V
* diode configuration, i.e.
[Ves| = [Vps| = 1.2V 10-10
« T=25°
10 12 1
-0.2 0 0.2 04 0.6 08 1 1.2
Ve V]

Many samples in 130 nm CMOS technology
3 manufacturing plants (Fabs)
(Fab 6, 12 and 14)

N
Fab; Date; T [°C); Bias v
—O—06; 2014/11; 25; diode

- A -06; 2016/01; 25; diode .
-5~ 06; 2016/09; 25; diode (Velopix) «
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Workpackage 5. - IC technologies

CERN-OPEN-2018-006 WORK PACKAGES

Hybrid Pixel Detectors
Hybrid pixel sensors with advanced features to be combined with high

performance readout ASICs. These developments target small pixels,
high-resolution timing and high-rate applications and comprise

Read more 6 g

Module Development

Within the EP R&amp;D the module

k package (WP 1.3) focusses
on the study and development of new module concepts for h
CMOS pixel detectors and their integration for future applications...

Read more 6 g

Gas Detector

s based detectors w

detection in particle p
performances for large area, low mass, t
cheap

Read more 4 g

Mechanics

or mechanics and infrastructure such as detector cooling

ve often a crucial impact on detector design, operation and

Read more

High Speed Links

development for the LHC Phase-ll upgrades, provides data rates of.

Read more 6 g

Experimental Detector Magnets

Detector magnets and magnet are key components of future
e n order to cope w

increased requirements, challenges in different domains need to be...

Read more 6 g

tremendously

iWH Monolithic Pixel Detectors

Development of monolithic CMOS sensors for the innermost ra:
maximum performance, and for the ou

trackers with high granularity and low material budget

20

Simulation and Characterization

Dete
the

simulations and modelling of radiation damage, as well as
opment of dedicated characterization setups and flexible

data-acquisition systems for testing purposes. Mailing List.

Calorimetry and Lightbased

detectors

Calorimetry and light-based detectors have been combined

as there are several potential sy
and one topic each for Ring Imaging Cherenkov (RICH)

packa
calorime

ergies. Three topi

e}

IC Technologies

ASICs for HEP should follow
benefit from the intri d
also the intrinsic high

Read more

@ Software

Software forms a critical part of the HEP programme, recognised in
the European Strategy Update of 2020. From the generation and
ents, to the

simulation of p|

2O

ata acquisition systems

Available on: https://ep-dep.web.cern.ch/sites/ep-dep.web.cern.ch/files/Report%20final 0.pdf

WP5. Objective:

Provide the HEP community
with solid infrastructure in
state of the art CMOS
technologies for the design
of complex ASICs



https://ep-dep.web.cern.ch/sites/ep-dep.web.cern.ch/files/Report%20final_0.pdf

Workpackage 5. - IC technologies -

Workpackage 5 — workgroups

WP leaders:
Kostas Kloukinas
Davide Ceresa (deputy)

WP5.1a

Radiation

Evaluation

Giulio Borghelo

CERN ASIC support Davide Ceresa

SoC Rad-Tol

Alessandro Caratell Ecosystem

Risto Pejasinovic
Marco Andorno

IP Blocks design

Rafael Balabriga
Common

Design Powering Solutions
Platform

Stefano Michelis

WP5.2b



Workpackage 5. - IC technologies -

WP 5.1a — 28nm device-level radiation effects evaluation — [ref. G. Borghello, D. Ceresa]

TID TEST CHIP:

= Study of TID effects on single devices

= Submitted June, 2021

= To complete measurements at 2 different temperatures:

o Time needed to irradiate 1 structure to 1 Grad: ~1 week

o 8 structures x 2 temperatures: 3.7 months
(if everything works on the first try)

o However, only few weeks are needed to have the first
important results




Workpackage 5. - IC technologies

WP 5.1a — 28nm device-level radiation effects evaluation — [ref. G. Borghello]

. OTHER 1 . VARIABILITY . DIGITAL . VTH 1
18 VDD VSS 19 18 VDD VSS 19 18 VDD VSS 19 18 VDD VSS 19
17| p SOURCE n SOURCE |20 17| pSOURCE | nSOURCE |20 17 pSOURCE nSOURCE 20 17 pSOURCE nSOURCE 20
16 gate p gaten 21 16| gatepl gatenl |21 16 gate p gaten 21 16| gatep (UL+L) gaten (UL+L) |21
15| p 100x100 n 100x100 |22 15| gatep?2 gaten2 |22 15 p 100x35 n 100x35 22 15| gatep(L+UH) | gaten(L+UH) |22
14| p 1ux100 n 1ux100 |23 14| p 100x30 n 100x30 |23 14 p 100x40 n 100x40 23 14| p UL 100x30 n UL 100x30 |23
13 p luxlu n luxlu 24 13| p 100x30 n 100x30 |24 13 p 200x30 n 180x30 24 13| p UL 100x40 nUL100x40 (24
12| p400x400 n 400x400 |25 12| p 100x30 n 100x30 |25 12 p 200x35 n 180x35 25 12| p UL 200x30 n UL 180x30 |25
11| p 1uxlu X9S | nluxluX9S |26 11| p 100x30 n100x30 |26 11 p 200x40 n 180x40 26 11| p UL 200x40 nUL180x40 (26
10|p 1ux500 X19S | p 1ux500 X195 |27 10| p 100x30 n 100x30 |27 10 p 310x30 n 255x30 27 10| pL100x30 n L 100x30 27
9 | p 1ux50 X49S | p 1ux50 X49S |28 9| p100x30 n 100x30 |28 9 p 310x35 n 255x35 28 9 p L 100x40 n L 100x40 28
8| p3ux30S p3ux30D |29 8| p100x40 n 100x40 |29 8 p 310x40 n 255x40 29 8 p L 200x30 n L 180x30 29
7| p3ux30G n3ux30G |30 7 | p 100x40 n 100x40 (30 7 p 480x30 n 370x30 30 7 p L 200x40 n L 180x40 30
6| n3ux30S n3ux30D |31 6 | p100x40 n 100x40 |31 6 p 480x35 n 370x35 31 6| pUH100x30 nUH100x30 |31
5| p2.775ux1u S | p 2.775ux1u D |32 5| p 100x40 n 100x40 |32 5 p 480x40 n 370x40 32 5| pUH100x40 n UH 100x40 |32
4 |p2.775uxlu G |n 2.775ux1u G| 1 4| p100x40 n100x40 |1 4 p 600x30 n 600x30 1 4| pUH200x30 nUH180x30 |1
3| n2.775ux1u S |n2.775uxlu D | 2 3| p100x40 n 100x40 |2 3 p 600x40 n 600x40 2 3| pUH200x40 nUH 180x40 |2
. VTH 2 . DIFF. BIAS . OTHER 2 1/0
18 VDD VSS 19 18 VDD VSS 19 18 VDD VSS 19 18 VDD VSS 19
17| pSOURCE nSOURCE |20 17| pSOURCE | nSOURCE |20 17 p SOURCE n SOURCE 20 17 pSOURCE nSOURCE 20
16| gatep (UL+L) [ gaten (UL +L) |21 16| pgatel ngatel |21 16 gate p gaten 21 16 gate p gaten 21
15| gate p (L + UH) [ gate n (L + UH) |22 15| pgate?2 ngate2 (22 15| p 3ux100 12f ULVT | n 3ux100 12f ULVT |22 15| pl/0270x150 n /0 270x150 (22
14| pUL310x30 | nUL255x30 |23 14| pgate3 ngate3 |23 14| p 40nx35n SRAM | n 65nx35n SRAM |23 14| p /0 500x150 n 1/0500x150 |23
13| pUL310x40 | n UL 255x40 |24 13| pgated ngate4d |24 113 124 13| pl/O 1ux150 n /O 1ux150 |24
12| pUL480x30 | nUL370x30 |25 12| p 100x30 n100x30 |25| [12] SOFICS PADS 25| [12] p1/O2ux150 n /0 2ux150 |25
11| pUL480x40 | nUL370x40 |26 11| p3ux30 n3ux30 26| |[11] 26| [11] p1/O4ux150 n /0 4ux150 |26
10| pL310x30 n L 255x30 |27 10| p 100x1u n 100x1u |27 10 27 10| p /O 4ux300 n /0O 4ux300 |27
9| plL310x40 n L 255x40 |28 9| p100x30 n 100x30 |28 9 IN_STOP OUT_RO 28 9| pl/O4ux500 n1/0 4ux500 |28
8| pL480x30 n L 370x30 |29 8| p3ux30 n3ux30 (29 8 IN_SLEEP_H OUT_RO_H 29 8| pl/O4ux650 n 1/0 4ux650 |29
7| pL480x40 nL370x40 |30 7| p100xlu n 100x1u |30 7 IN_SLEEP_F OUT_RO_F 30 7| pl/0270x2u nl/0270x2u |30
6 | pUH310x30 | n UH 255x30 |31 6 | p100x30 n 100x30 |31 6 VDDPST VSSPST 31 6| pl/O500x2u n /0 500x2u |31
5| pUH310x40 | n UH 255x40 |32 5| p100xlu n 100x1u |32 5 VDD VSS 32 5| p1/02ux1.335u | n /O 2ux1.335u |32
4| pUH480x30 | nUH370x30 | 1 4| p100x30 n100x30 |1 4 IN ouTr 1 4| FOXFET GATE nWell-n+ 1
3 | pUH480x40 | n UH 370x40 | 2 3| p100xlu n100x1u | 2 3| OUT_FROM_IN IN_TO_OUT 2 3 nWell-nWell n+-n+ 2

8 test structures to study:

Several device W
Several device L
Various /7y

I/O devices
variability

effect of the bias
segmented devices
SRAM-size device

IO PADs

o Foundry pads
o CERN RadTol pads

no-ESD device
FOXFET
well-well leakage



Workpackage 5. - IC technologies -

WP 5.1a — 28nm device-level radiation effects evaluation — [ref. G. Borghello]

since narrow & long devices are the  SIZE MAP (SVTH) The device W are chosen looking at the average
worst case in terms of TID effects, segmented and I/O devices not included Ws of the standard cells for different tracks
they should be avoided.

1034 / — — A
[ ] o nMOS 600 397 combinational cells
A pMOS [ left col: nMOS -
right col: pMOS '
500 m 479
_ 400 + 370 I
| | : S
) s 3001 311 I I
°
v ? X wod | L
2001 .o 198 i f |
[ rad-hard ]
[ I 100
g o238 2° N
2 L L L 3 L a O . . I
10 10 \ 7T 9T 12T
W [nm] tracks

we know from measurement
in HPC and LP that short-wide
devices are very rad-hard
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WP 5.1a — 28nm Digital circuits Radiation Tolerance studies

Study of TID effects

Single event effects studies

Evaluation of foundry

on digital circuits

7~ N\

on digital circuits

memory-compilers

4 )
= Test structures designed by D. Ceresa and G. Borghello ZT | UWT VT SVT  #A  UHVT  EHVT
: : : . . 30P | X X X X
| -
Ring-oscillators for various cells types and standard libraries R
m D3 Libraries cell name MinW 7T delay [ns] 40P X X X X X
INVDO 100n/110n 9.15
O 7 power domains INVD1 200n/220n 7.83 9T | ULVT VT SVT  H  UHVT  EHVT
ND2DO 110n/110n 13.12 300 | x Ny N X
O 16 power gated ) ND4DO 115n/110n 25.08
NR2DO 100n/110n 13.29 BHPox X * *
NR4DO 200n/220n 26.26 40P X X X X X
XOR2DO 100n/110n 40.03
CKBDO 100n/160n 17.65 12T | UWVT VT SVT WV UHVT  EHVT
CKBD1 160“/190[’] 16.16 30P X X X X
CKBD4 160n/190n 15.21 s | x y y y y
DFCNQD1 100n/100n
LHCNQD1 100n/110n 40P X X X X
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WP 5.1a — 28nm Digital circuits Radiation Tolerance studies

Study of TID effects Single event effects studies Evaluation of foundry
on digital circuits on digital circuits memory-compilers
7~ N\
4 )

Single event effects studies on digital circuits [tapeout expected December 2021]

= Test structures designed by Sandeep Miryala and Davide Ceresa

= Evaluate latch-up effects
= Cross-Section measurements of standard cells of different V; flavours
= Evaluate minimum distances for multi-bit upsets and transient lengths

= Evaluation of different triplication techniques
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WP 5.1a — 28nm Digital circuits Radiation Tolerance studies

Study of TID effects

Single event effects studies Evaluation of foundry

on digital circuits memory-compilers

on digital circuits

/

Evaluation of Foundry Memory compilers [tapeout expected December 2021]

= Test structures designed by G. Bergamin and_D. Ceresa

= Characterization of the Foundry memories for TID and for SEE
O Multiple flavours (i.e. single port, dual port, UHD)
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WP 5.2a — Development of 28nm macro-blocks — [ref. Rafael Ballabriga]

ON CHIP VOLTAGE REFERENCES:

= Bandgap voltage reference, Temperature monitor [INFN Bergamo, Submission December 2021]
CONVERTERS:
= Digital to Analog Converter for biasing [M. Piller, Submission December 2021]
= Analog to Digital Converter for monitoring applications
OPERATIONAL AMPLIFIERS:
= Rail to Rail Operational Amplifier (fast (UGBW> 250MHz e.g. gain boosting)) [J. Kaplon, Submission December 2021 ]
= Rail to Rail Operational Amplifier (slow (e.g. monitoring in unity gain configuration))
Special 10 pads:
= Differential line drivers/receivers [F. Bandi, Submission December 2021]
GENERIC PLL :
= General purpose PLL [F. Bandi, Design start January 2021]

*The blocks will be distributed while respecting the conditions applicable at the moment related to sharing blocks designed with Cadence tools
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WP 5.2a — 28nm macro-blocks design — [ref. Rafael Ballabriga]

ON CHIP REFERENCES:

Radiation hard bandgap voltage reference
= Bandgap voltage reference, Temperat

CONVERTERS: \ = Designers:
= Digital to Analog Converter for biasin O Bergamo-Pavia in collaboration with the INFN Falaphel

- , project (Main designer: G. Traversi)
= Analog to Digital Converter for monit

OPERATIONAL AMPLIFIERS: " Specifications:
" Rail to Rail Operational Amplifier (fas] o Supply voltage .......cccocvvvnrnenne. 0.9 +10% V nber 2021 ]
= Rail to Rail Operational Amplifier (slo O Output voltage .......cccoeuueee. 450 mV
DATA TRANSMISSION: O Power consumption ................. 100 mV
S T . o O DVREF MAX vs TEMP ............... -40 to 60 °C
. g
ITferential line drivers/receivers [F. B: o DVREF MAX vs VDD+10% ... 3 mv
GENERIC PLL : o Target PSR (low frequencies) .. 40 dB
= General purpose PLL [F. Bandi, Design
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WP 5.2a — 28nm macrd Radiation hard 8-bit DAC

ON CHIP REFERENCES: * Designer: Markus Piller (CERN / U. Graz)
" Bandgap voltage referd = Architecture: Binary weighted current source architecture
CONVERTERS: . '
o = Status: Schematic ongoing.
= Digital to Analog Conv] .

—————————————————————————————————————————————————————————————————————

= Analog to Digital Conyv

OPERATIONAL AMPLIFIERS:| ! T T BN J J i
l i ! i i—ﬁ -
= Rail to Rail Operationa : *ﬁ; = (K [ J\

= Rail to Rail Operationa| ™ : L N Toh
DATA TRANSMISSION: i |

®m  Differential line drivers

____________________________________________________________________

Out Monitor [0:3]

GENERIC PLL : i
= General purpose PLL [F |
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WP 5.2a — 28nm macro-blocks ¢ Radiation hard Operational Amplifier

|| 1 .
ON CHIP REFERENCES: Designer: J. Kaplon

= Bandgap voltage reference, Tempeg " Design:

CONVERTERS: O Architecture: R Hogervorst J. P Tero, R. G. H. Eschauzier and J. H. Hujjsing, "A compact power-efficient
o _ 3 V CMOS rail-to-rail input/output operational amplifier for VLSI cell libraries,” doi: 10.7109/4.340424.
" Digital to Analog Converter for bi o Input stage: Without equalization of the gm
" Analog to Digital Converter for m o Output stage: Class AB
OPERATIONAL AMPLIFIERS: = Status:
" Rail to Rail Operational Amplifier ( o 1stversion of schematic completed. Started layout.
= Rail to Rail Operational Amplifier ( O Evaluating the Phase Margin for unity gain configuration
" Differentialline drivers/recelvers [l OPEN LOOP GAIN oo 65 dB
GENERIC PLL : O GBWP (uncompensated)A ................... 3.3 GHz
: O SETTLING TIME (1%) for 50mV step .. 13 ns
" Generalpurpose PLLIE Bandl Ded - ¢ )RRENT CONSUMPTION. ... 250 UA
O AREA (without compensation) ............ 14x14 um?
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WP 5.2a - 28I

ON CHIP REFERE
= Bandgap vq
CONVERTERS:
= Digital to A
= Analogto [
OPERATIONAL A
= Rail to Rall
= Rail to Rall
DATA TRANSMIS
= Differential

GENERIC PLL :

= General pu

SLVS Driver and Receiver

= Requirements:

O Radiation hardness up to 1 Grad (thin
gate transistors)

O Interface between the core voltage and
the I/O Supply voltage

o Configurable current to tune differential
signal amplitude from 50mV to 400mV

O Speed up to 1.28 Gbps

o Self-biased SLVS-28

mm—m N

10 VOLTAGE SUPPLY

CORE VOLTAGE SUPPLY

TEMPERATURE RANGE

AMPLITUDEA
COMMON MODE®

TERMINATION
IMPEDANCE®

DATA RATE
TOTAL CURRENT
AREA with ESD

METAL STACK

1.32
0.72 0.9 1.05 \
-40 125 C

0.05 1.15 Vv
90 100 110 Ohm
1.28 Gbps
1 mA
100 x 60 um?
1-2-(3 POWER) metals

VOH'0.6V——T—

Vou-OZV——‘—

TX 100QQ RX
ZO=SOQ

AMPLITUDE
COMMON MODE
DATA RATE

LOAD CURRENT
(CONFIGURABLE)

TOTAL CURRENT
AREA with ESD

METAL STACK

0.4 Vv
0 1.28 Gbps
0.5 4 mA
6 mA
100 x 60 um?
1-2-(3 POWER) metals
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WP 5.1b — SoC RadTol Ecosystem

= People involved: Risto Pejasinovic, Marco Andorno, Alessandro Caratelli, Kostas Kloukinas

= Motivation:

O Meet the challenges of future FE ASIC designs
O Introduce a more abstract design methodology
O Reduce Development time and expedite Verification phase

= Proposed solution:
O Complement the Common Design Platform with a System On Chip (SOC) Radiation Tolerant Ecosystem

O Develop & Package frequently-used Building Blocks of higher complexity

* Digital & Mixed-Signal blocks

* Adhere to a standardized interconnect

* Validated physical implementation and timing characterization

* Support Hierarchical digital Implementation and Verification tasks

O Employ Radiation Tolerant design techniques
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WP 5.1b — SoC RadTol Ecosystem

HW Accelerator

= A dedicated presentation by Risto Pejasinovic follows
tl AXI-Stream

CPU
Instruction Data (RISC-V)
memory memory

‘ AXI-4
High speed Interconnect

= —

‘ ‘ ‘ APB / AXI-Lite
Peripheral Interconnects

Periph. Periph. Periph.

1 2 n




Workpackage 5. - IC technologies -

WP 5.2b — Powering solutions [ref. Stefano Michelis]

LDO Macroblock in 65nm

= Dimensions 2100x410 um2 (of which 1200x410um are capacitor)
= Fully integrated (including output capacitor)

" Vin=13Vto 1.7V
’k bias
= Vout=1.2V el > ey o
" loutmax=200mA =
= Temperature: -30C to 100C VEZD SR
= Internal reference voltage T-l: %
=  GBW from 300kHz to 820kHz (all corners) oND —

= Phase margin > 72 degrees




Workpackage 5. - IC technologies -

WP 5.2b — Powering solutions [ref. Stefano Michelis]
Power distribution

Opto-electronics
Power Supply 48V Stage 1 Stage 2 1.8V
(Out of Exp area) 48V->12V 12V->2V
1.2V
Stage 3 0.9V
On-chip stage '
2 stages under development: +line regulators UK

1. Buck or resonant converter from 48V to 12V

Front-end ASIC /
= controller in HV (70V-80V) CMOS technology and GaN power stage Optical link /

Concentrators etc.

2. On-chip regulation in 28 nm technology

= fully integrated high frequency converter

= linear regulators and LDO



Workpackage 5. - IC technologies -

WP 5.2b — Powering solutions [ref. Stefano Michelis]
bPOL48V

= Very high efficiency, up to 90% at lout=12A (48V to 12V)

= Radiation tests:
o TID: up to 50Mrad
o SEE: up to LET=45 MeV/(mg/cm?), only transient <5% of Vout
O DD should be up to 4e14n/cm2 (1MeV equivalent).

GaN power stage

= The DCDC design team has developed a converter
able to convert 48V to 11-12V, max lout=12A.

= Power stage is done with GaN COTs

Rad-hard

= rad-hard controller is designed by the CERN team. Controller

= Large production is happening this year,
40.000 samples available



Workpackage 5. - IC technologies -

WP 5.2b — Powering solutions [ref. Stefano Michelis]
bPOL48V e

Events waveform

S 12.50
) . o 1225
= Very high efficiency, up to 90% at lout=12A (48V to 12V) -
. . a -
= Radiation tests: § s
o TID: up to 50Mrad 11.50
o SEE: up to LET=45 MeV/(mg/cm?), only transient <5% of Vout o = g P
O DD should be up to 4e14n/cm2 (1MeV equivalent). Time [us]
TID GaN device [Mrad] Efficiency
0 20 40 60 80 100 —=e— 235nH Air core, 2MHz, pred EN, Vdd from Vout., Vin = 48.0V, Ef@10A = 93.33%
93.0 88.0 95
lout=8A. 0.432 Mrad/h Si, 0.925 Mrad/h GaN.
lout=8A. 2.16 Mrad/h Si, 4.625 Mrad/h GaN.
92.8 lout=4A. 0.432 Mrad/h Si, 0.925 Mrad/h GaN. 87.8
lout=4A. 2.16 Mrad/h Si, 4.625 Mrad/h GaN. %0
92.6 87.6
:% 922 87.2 % é
w
80
92.0 87.0
91.8 86.8 75
91.6 86.6
° 1o 20 » 0 %0 2 1 2 3 4 5 6 7 8 9 10

TID Si controller [Mrad] lout [A]



Conclusions

The goal of the CERN ASIC Support and of the Foundry Access Services is to be as useful as possible for
CERN users and for all the institutes part of the high energy physics collaborations by:

simplifying the collaborative works and knowledge sharing

Provide technology and EDA tool support to designers

developing and maintaining common ASICs Design Platforms

providing mechanisms for users to build their custom solutions according their needs

establishing commercial contracts with silicon vendors and NDAs that allow
for collaborative work /K Kloukinas]

organizing & coordinating silicon fabrication /K. Kloukinas]

Any contribution that can help improving the support and sharing of knowledge is very welcome!
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28nm CERN MSOA PDK build 1/3

= Install foundry PDK

= Techfile updates:

O  Merge F2N28 layer and via definition to latest techfile v2.0 (no rules included)
o  Add the new layers into the gds2 layer mapping file ..layermap
o Merge the display.drf

= Define tsmN28_digital (ITDB MSOA PDK)
o Vialnnovus it is possible to export the tech LEF and the MACROs LEF from the SVt digital library
* Adapt LAYER / CUTCLASS / NDR names in the LEF to be consistent with those in the Base PDK
* Fix some logical layer numbering which are inconsistent

* Adapt layers and via naming

O  Process and create the new F2N28_digital reference library

* This has created the technology library (F2N28_digital) that contains all the rules necessary for Innovus PnR
(rules and Vias are the same as described in the original LEF file)

* This is an ITDB structure referencing the base technology library (F2N28) which doesn't require any change

* All vias and rules mandatory for the PNR are stored into this ITDB structure

= Add additional files:

DRC decks, LVS and Extraction decks (Calibre and PVS)
Add filling rules and scripts

o Add other technology related files useful for design (like IRCX files, IMX, etc.)
o Generate ICT and QRC tech files for Electromigration analysis

Install guard-rings, inductors etc.. o Create the top-level model files .scs files to facilitate analog simulation setup

o
o
o
o Install MOM caps

o Fetch and add useful documentation, etc..



28nm CERN MSOA PDK build 2/3

= Add standard cells front-end views
Add NLDM, ECSM, CCS lib files (with Noise/SI models)
Add Stage-Based OCV libraries
Add Verilog models

" Add standard cells back-end views - @ tebn28hpeplusbwp3sp1dd
Add the CDK (Cadence DFIl view) archive containing the standard cells definitions and layouts if available S @Sﬂme_dig“a'
tsmcN28

Otherwise create the cells layouts out of the GDS
Reference all the digital libraries to the ITDB-layer technology library (a scriptable workaround is loading and merging a dummy tf)
Add the standard cells GDS (for gds-merging in stream-out)
Add Spice models (SPI)
Include spice netlist capability for Analog and Mixed Signal simulation of standard cells:
For the all logical gates include the LPE SPICE models
Create per each library a SCS files which includes the spice models for each corner section

= Add standard cells OA front-end views
Extract the LEF file from the SEF removing technology information and site definition

Add LEF files (Macros only)
Correct eventual discrepancies (i.e. the UHVT libraries have inconsistent site definitions sizes for the CORE sites) -> poly pitch inconsistencies

Generate OA abstract views from the LEF files using as tech ref the F2N28_digital library
Create the symbol views

Add the OA Verilog stopping-views

Replace the base gds2-layer-mapping with the main layer map according to the metal stack
Add Verilog netlist for each cell in the OA structure



2021/09/06 - Giulio Borghello - giulio.borghello@cern.ch
28nm Halo Implantations on the Total lonizing Dose Response of 28-nm
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S. Bonaldo et al., "Influence of Halo Implantations on the Total lonizing Dose Response of 28-nm pMOSFETs Irradiated to Ultrahigh Doses," in
IEEE Transactions on Nuclear Science, vol. 66, no. 1, pp. 82-90, Jan. 2019, doi: 10.1109/TNS.2018.2876943.



2021/09/06 - Giulio Borghello - giulio.borghello@cern.ch
TID sensitivity VS transistor size

130, 65 40nm 28nm

L

minimum size devices are not the worst case for 28nm technology!
»very good news for digital applications!



