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Outline
•Since the release of MSHT20 we have been busy performing a 

number of follow up studies and extensions.

•I will cover these in different levels of detail:

★ MSHT20 - recap.

★ Dedicated study on strong coupling/heavy quark masses.

★ Including dijet production in MSHT20.

★ Fitting SeaQuest data: first look.

★ MSHT20qed - including QED corrections.

★ Theoretical uncertainties: approximate higher order corrections.

•In the latter cases stay tuned for details talks today + tomorrow!
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MSHT20: Recap

Parton distributions from LHC, HERA,
Tevatron and fixed target data:

MSHT20 PDFs
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Abstract

We present the new MSHT20 set of parton distribution functions (PDFs) of the proton,

determined from global analyses of the available hard scattering data. The PDFs are

made available at NNLO, NLO, and LO, and supersede the MMHT14 sets. They are

obtained using the same basic framework, but the parameterisation is now adapted and

extended, and there are 32 pairs of eigenvector PDFs. We also include a large number of

new data sets: from the final HERA combined data on total and heavy flavour structure

functions, to final Tevatron data, and in particular a significant number of new LHC 7 and

8 TeV data sets on vector boson production, inclusive jets and top quark distributions.

We include up to NNLO QCD corrections for all data sets that play a major role in

the fit, and NLO EW corrections where relevant. We find that these updates have an

important impact on the PDFs, and for the first time the NNLO fit is strongly favoured

over the NLO, reflecting the wider range and in particular increased precision of data

included in the fit. There are some changes to central values and a significant reduction

in the uncertainties of the PDFs in many, though not all, cases. Nonetheless, the PDFs

and the resulting predictions are generally within one standard deviation of the MMHT14

results. The major changes are the u � d valence quark di↵erence at small x, due to

the improved parameterisation and new precise data, the d̄, ū di↵erence at small x, due

to a much improved parameterisation, and the strange quark PDF due to the e↵ect

of LHC W,Z data and inclusion of new NNLO corrections for dimuon production in

neutrino DIS. We discuss the phenomenological impact of our results, and in general find

reduced uncertainties in predictions for processes such as Higgs, top quark pair and W,Z

production at post LHC Run–II energies.

We dedicate this paper to the memory of James Stirling and Dick Roberts, both of whom sadly died in the past

two years. They were founding members of the collaboration of our PDF global analyses, which started with

the presentation of the first ever NLO PDF sets in 1987.

1

ar
X

iv
:2

01
2.

04
68

4v
2 

 [h
ep

-p
h]

  2
0 

D
ec

 2
02

0

• The ‘Post-Run I’ set from the MSTW, MMHT… group: MSHT20.

• Focus on including significant amount of new data, higher precision 
theory and on methodological improvements.
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New Data

H1 and ZEUS
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Figure 4: The combined HERA data for the inclusive NC e+p reduced cross sections as a
function of Q2 for six selected values of xBj compared to the individual H1 and ZEUS data. The
individual measurements are displaced horizontally for better visibility. Error bars represent the
total uncertainties. The two labelled entries at xBj = 0.008 and 0.08 come from data which were
taken at

√
s = 300GeV and y < 0.35 and were translated to

√
s = 318GeV, see Section 4.1.
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Figure 6: The combined Born-level fiducial cross section d2�/dm``d|y`` | in the seven invariant mass bins of the
central measurements. The data are shown as solid markers and the prediction from Powheg including NNLO QCD
and NLO EW K-factors is shown as the solid line. The lower panel shows the ratio of prediction to measurement.
The inner error bars represent the data statistical uncertainty and the solid band shows the total experimental un-
certainty. The contribution to the uncertainty from the luminosity measurement is excluded. The hatched band
represents the statistical and PDF uncertainties in the prediction.
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Figure 2: Electroweak correction factor for the central (left) and outermost (right) rapidity bins
as a function of jet pT.

6 Comparison of theory and data
The measured double-differential cross sections for inclusive jet production are shown in Fig. 3
as a function of pT in the various |y| ranges after unfolding the detector effects. This measure-
ment is compared with the theoretical prediction discussed in Section 5 using the CT10 PDF
set. The ratios of the data to the theoretical predictions in the various |y| ranges are shown for
the CT10 PDF set in Fig. 4. Good agreement is observed for the entire kinematic range with
some exceptions in the low-pT region.
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Figure 3: Double-differential inclusive jet cross sections as function of jet pT. Data (open points
for the low-pT analysis, filled points for the high-pT one) and NLO predictions based on the
CT10 PDF set corrected for the nonperturbative factor for the low-pT data (solid line) and the
nonperturbative and electroweak correction factors for the high-pT data (dashed line). The
comparison is carried out for six different |y| bins at an interval of D|y| = 0.5.

Figure 5 presents the ratios of the measurements and a number of theoretical predictions based
on alternative PDF sets to the CT10 based prediction. A c2 value is computed based on the
measurements, their covariance matrices, and the theoretical predictions, as described in detail

★ Final HERA H1 + 
ZEUS combination data 
on inclusive and heavy 
flavour DIS.

★ High precision multi-
differential DY data. 
Flavour decomposition.

★ Inclusive jet, Z      , 
differential     . High    
partons.

p?
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• Can divide into 3 broad (non-exhaustive) categories:
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Precision Theory

• Vast majority of processes 
included in fits have full 
NNLO QCD theory (+ NLO 
EW where relevant) available 
and included.

Inclusive jets/dijets

Top quarks - single/
double differential

W, Z transverse 
momentum distributions

Precision Theory

10

Progress: better theory

Juan Rojo                                                                                                       EF06 WG meeting, Snowmass 2021

higher order QCD (NNLO) and electroweak (NLO) corrections now 
available for (essentially) all relevant processes for PDF fits

incl. jet, 2D & 3D dijets
differential top-quark pair

W, Z transverse momentum

strong evidence that NNLO PDF fits are markedly superior to NLO ones 
(do we even need still NLO PDFs?)

for many processes the state-of-the-art theory prediction includes all-order resummation:
need to combine with resummation-improved PDFs for consistency?

• Vast majority of processes 
included in fits have full 
NNLO QCD theory (+ NLO 
EW where relevant) available 
and included.
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Inclusive jets/dijets

Top quarks - single/
double differential

W, Z transverse 
momentum distributions

• LHC processes: NLO 
implemented with Fastnlo/
Applgrids.

• NNLO included via K-
factors (exception of     ). 
Smoothed/with full account 
of MC error. 0.88
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Figure 1: The calculated NNLO to NLO K-factors [22], including the MC statistical errors,
for representative ATLAS and CMS 7 TeV jet kinematics. Also shown is the 4–parameter
fit to the K-factors described in the text. The uncertainty band is shown for illustration by
summing in quadrature the 68% C.L. fit uncertainties in each bin, i.e. omitting correlations.
The top left (right) plots show the ATLAS result with the pmax

? scale choice and R = 0.4
(0.6), while the bottom left (right) plots show the CMS result with the pjet? scale choice and
R = 0.5 (0.7). In both cases results for the central rapidity bin are shown.
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• Necessary to continually assess PDF parameterisation to account for 
increasingly precise data.

• MSHT20 - based on Chebyshev polynomials as in MMHT14:

Parameterisation Flexibility

Figure 1: MSHT2020 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands.

on the strange quark. (anything else here? Single top would still be nice.) In Sec-

tion 8 we compare our MMHT PDFs with those of the other most recent global analyses of

PDFs – NNPDF3.1 PDFs [2] and CT18 PDFs [3], and also with older sets of PDFs of other

collaborations. In Section 9 we present our Conclusions.

2 Changes in the theoretical procedures

In this Section, we discuss in turn the changes in our theoretical description of the data,

compared to that used in the MMHT analysis. When appropriate we also mention some of the

main e↵ects on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT2014 we began to use parameterisations for the input distributions based on Cheby-

shev polynomials. Following the detailed study in [30], we take for most PDFs a parameterisa-

tion of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk where we take k = 0.5.

In the MMHT2014 study we took n = 4 in general, though used a slightly di↵erent param-

eterisation for the gluon and used more limited parameterisations for d̄ � ū and s � s̄ (‘s�’)

since these were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’)

7

• In MMHT14 we generally took             Chebyshevs. Now take             
(and                             ).
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• Gives some improvement 
in fit quality:

• And impact on PDFs. 
Dominantly in region 
where constraints limited.

<latexit sha1_base64="esiqmPaEhqLPD0bwzrR3lpKgeTI=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgKeyEkMdBCHrxGNE8IFnC7GQ2GTI7u8zMCiHkE7x4UMSrX+TNv3E2iaCiBQ1FVTfdXX4suDau++Fk1tY3Nrey27md3b39g/zhUVtHiaKsRSMRqa5PNBNcspbhRrBurBgJfcE6/uQq9Tv3TGkeyTszjZkXkpHkAafEWOlWXlQG+YJbdF0XY4xSgqsV15J6vVbCNYRTy6IAKzQH+ff+MKJJyKShgmjdw25svBlRhlPB5rl+ollM6ISMWM9SSUKmvdni1Dk6s8oQBZGyJQ1aqN8nZiTUehr6tjMkZqx/e6n4l9dLTFDzZlzGiWGSLhcFiUAmQunfaMgVo0ZMLSFUcXsromOiCDU2nZwN4etT9D9pl4q4UizflAuNy1UcWTiBUzgHDFVowDU0oQUURvAAT/DsCOfReXFel60ZZzVzDD/gvH0CIEKNuA==</latexit>

n = 6
<latexit sha1_base64="mUXCdC4Hned+CB6TrNk0lslUUJU=">AAACInicdZDLSgMxFIYz9VbrbdSlm2AR3FgnpfSyK7pxWcFeoDOUTCZtQzMXkoxQhnkWN76KGxeKuhJ8GDNtxSp6IPDn/84hOb8bcSaVZb0buZXVtfWN/GZha3tnd8/cP+jIMBaEtknIQ9FzsaScBbStmOK0FwmKfZfTrju5zHj3lgrJwuBGTSPq+HgUsCEjWGlrYDbsUONsOvFSeAa/r3EKbRXCZX6+TAdm0SpZloUQgplAtaqlRaNRL6M6RBnSVQSLag3MV9sLSezTQBGOpewjK1JOgoVihNO0YMeSRphM8Ij2tQywT6WTzFZM4Yl2PDgMhT6BgjN3eSLBvpRT39WdPlZj+Ztl5l+sH6th3UlYEMWKBmT+0DDmUK+e5QU9JihRfKoFJoLpv0IyxgITpVMt6BC+NoX/i065hKqlynWl2LxYxJEHR+AYnAIEaqAJrkALtAEBd+ABPIFn4954NF6Mt3lrzljMHIIfZXx8AuqMpdE=</latexit>
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Results: Fit Quality

Data set NLO NNLO
BCDMS µp F2 [49] 169.4/163 180.2/163
BCDMS µd F2 [49] 135.0/151 146.0/151
NMC µp F2 [50] 142.9/123 124.1/123
NMC µd F2 [50] 128.2/123 112.4/123
NMC µn/µp [51] 127.8/148 130.8/148
E665 µp F2 [52] 59.5/53 64.7/53
E665 µd F2 [52] 50.3/53 59.7/53
SLAC ep F2 [53, 54] 29.4/37 32.0/37
SLAC ed F2 [53, 54] 37.4/38 23.0/38
NMC/BCDMS/SLAC/HERA FL [49, 50, 54, 146–148] 79.4/57 68.4/57
E866/NuSea pp DY [149] 216.2/184 225.1/184
E866/NuSea pd/pp DY [150] 10.6/15 10.4/15
NuTeV ⌫N F2 [55] 43.7/53 38.3/53
CHORUS ⌫N F2 [56] 27.8/42 30.2/42
NuTeV ⌫N xF3 [55] 37.8/42 30.7/42
CHORUS ⌫N xF3 [56] 22.0/28 18.4/28
CCFR ⌫N ! µµX [57] 73.2/86 67.7/86
NuTeV ⌫N ! µµX [57] 41.0/84 58.4/84
HERA e

+
p CC [84] 54.3/39 52.0/39

HERA e
�
p CC [84] 80.4/42 70.2/42

HERA e
+
p NC 820 GeV [84] 91.6/75 89.8/75

HERA e
+
p NC 920 GeV [84] 553.9/402 512.7/402

HERA e
�
p NC 460 GeV [84] 253.3/209 248.3/209

HERA e
�
p NC 575 GeV [84] 268.1/259 263.0/259

HERA e
�
p NC 920 GeV [84] 252.3/159 244.4/159

HERA ep F
charm

2
[26] 125.6/79 132.3/79

DØ II pp̄ incl. jets [125] 117.2/110 120.2/110
CDF II pp̄ incl. jets [124] 70.4/76 60.4/76
CDF II W asym. [90] 19.1/13 19.0/13
DØ II W ! ⌫e asym. [151] 44.4/12 33.9/12
DØ II W ! ⌫µ asym. [152] 13.9/10 17.3/10
DØ II Z rap. [153] 15.9/28 16.4/28
CDF II Z rap. [154] 36.9/28 37.1/28
DØ W asym. [21] 13.1/14 12.0/14

Table 6: The values of �2/Npts. for the non-LHC data sets included in the global fit at NLO and NNLO.
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Data set NLO NNLO
ATLAS W

+, W�, Z [119] 34.7/30 29.9/30
CMS W asym. pT > 35 GeV [155] 11.8/11 7.8/11
CMS asym. pT > 25, 30 GeV [156] 11.8/24 7.4/24
LHCb Z ! e

+
e
� [157] 14.1/9 22.7/9

LHCb W asym. pT > 20 GeV [158] 10.5/10 12.5/10
CMS Z ! e

+
e
� [159] 18.9/35 17.9/35

ATLAS High-mass Drell-Yan [160] 20.7/13 18.9/13
CMS double di↵. Drell-Yan [72] 222.2/132 144.5/132
Tevatron, ATLAS, CMS �tt̄ [93]- [94] 22.8/17 14.5/17
LHCb 2015 W , Z [95, 96] 114.4/67 99.4/67
LHCb 8 TeV Z ! ee [97] 39.0/17 26.2/17
CMS 8 TeV W [98] 23.2/22 12.7/22
ATLAS 7 TeV jets [18] 226.2/140 221.6/140
CMS 7 TeV W + c [99] 8.2/10 8.6/10
ATLAS 7 TeV high precision W , Z [20] 304.7/61 116.6/61
CMS 7 TeV jets [100] 200.6/158 175.8/158
CMS 8 TeV jets [101] 285.7/174 261.3/174
CMS 2.76 TeV jet [107] 124.2/81 102.9/81
ATLAS 8 TeV Z pT [75] 235.0/104 188.5/104
ATLAS 8 TeV single di↵ tt̄ [102] 39.1/25 25.6/25
ATLAS 8 TeV single di↵ tt̄ dilepton [103] 4.7/5 3.4/5
CMS 8 TeV double di↵erential tt̄ [105] 32.8/15 22.5/15
CMS 8 TeV single di↵erential tt̄ [108] 12.9/9 13.2/9
ATLAS 8 TeV High-mass Drell-Yan [73] 85.8/48 56.7/48
ATLAS 8 TeV W [106] 84.6/22 57.4/22
ATLAS 8 TeV W + jets [104] 33.9/30 18.1/30
ATLAS 8 TeV double di↵erential Z [74] 157.4/59 85.6/59
Total 5822.0/4363 5121.9/4363

Table 7: The values of �2/Npts. for the LHC data sets included in the global fit and the overall global
fit �2/N at NLO and NNLO. The corresponding values for the non-LHC data sets are shown in Table 6,
and the total value corresponds to the sum over both tables.
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NLO NNLO

• Global fit quality very good at NNLO. NLO clearly worse.

• Mainly driven by new high precision LHC data in fit, where even NNLO fit 
quality gets worse.

• We have produced a LO fit for completeness, but the fit quality is now 
extremely poor.

Data set Points NLO �
2
/Npts NNLO �

2
/Npts

DØ W asymmetry 14 0.94 (2.53) 0.86 (14.7)
�tt [93]- [94] 17 1.34 (1.39) 0.85 (0.87)

LHCb 7+8 TeV W + Z [95, 96] 67 1.71 (2.35) 1.48 (1.55)
LHCb 8 TeV Z ! ee [97] 17 2.29 (2.89) 1.54 (1.78)

CMS 8 TeV W [98] 22 1.05 (1.79) 0.58 (1.30)
CMS 7 TeV W + c [99] 10 0.82 (0.85) 0.86 (0.84)

ATLAS 7 TeV jets R = 0.6 [18] 140 1.62 (1.59) 1.59 (1.68)
ATLAS 7 TeV W + Z [20] 61 5.00 (7.62) 1.91 (5.58)

CMS 7 TeV jets R = 0.7 [100] 158 1.27 (1.32) 1.11 (1.17)
ATLAS 8 TeV Z pT [75] 104 2.26 (2.31) 1.81 (1.59)

CMS 8 TeV jets R = 0.7 [101] 174 1.64 (1.73) 1.50 (1.59)
ATLAS 8 TeV tt̄ ! l + j sd [102] 25 1.56 (1.50) 1.02 (1.15)
ATLAS 8 TeV tt̄ ! l

+
l
� sd [103] 5 0.94 (0.82) 0.68 (1.11)

ATLAS 8 TeV high-mass DY [73]s 48 1.79 (1.99) 1.18 (1.26)
ATLAS 8 TeV W

+
W

�+ jets [104] 30 1.13 (1.13) 0.60 (0.57)
CMS 8 TeV (d�t̄t/dpT,tdyt)/�t̄t [105] 15 2.19 (2.20) 1.50 (1.48)

ATLAS 8 TeV W
+
W

� [106] 22 3.85 (13.9) 2.61 (5.25)
CMS 2.76 TeV jets [107] 81 1.53 (1.59) 1.27 (1.39)
CMS 8 TeV �t̄t/dyt [108] 9 1.43 (1.02) 1.47 (2.14)

ATLAS 8 TeV double di↵erential Z [74] 59 2.67 (3.26) 1.45 (5.16)
Total, LHC data in MSHT20 1328 1.79 (2.18) 1.33 (1.77)

Total, non-LHC data in MSHT20 3035 1.13 (1.18) 1.10 (1.18)
Total, all data 4363 1.33 (1.48) 1.17 (1.36)

Table 2: �2/Npts at NLO and NNLO for the fit to the new LHC and Tevatron data included in the
MSHT20 fit. The corresponding fit qualities are also given for the total LHC and non-LHC data included
in MSHT20, as well as the overall fit across all data. In brackets are the predictions obtained using the
MMHT14 PDFs (also at ↵S(M2

Z
) = 0.118).

case of Drell-Yan data, in di↵erent mass bins. For these sets the improvement after refitting

is often considerable, and the prediction from the MMHT14 PDFs can be very poor. The

improvement with refitting for these data sets is mainly achieved by changes in the details of

the flavour content of the quarks and antiquarks. However, overall improvement also results

from changes in the gluon distribution and in the common shape of the quark distributions as

a function of x. In most cases the fit quality is clearly better at NNLO than at NLO, with

the data sensitive to the fine detail of the shape corrections in both the PDFs and the hard

cross sections at NNLO. It is clear from the totals for the LHC and non-LHC data, that the

description of the former is clearly improved from NLO to NNLO, whereas the latter improves

only marginally.

We now discuss individual data sets in turn.
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Importance of NNLO theory very clear, but also points the way 
to including theory uncertainties (N3LO…) in future.

!
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Results: PDFs

• Nice reduction in uncertainties for gluon & light sea. Central values 
generally within errors. Similar effect seen in benchmark cross sections.

1. MSHT20

MSHT20 vs MMHT14
New data + theoretical developments + extended parameterisation
∆ many changes in the PDFs + reduced uncertainties.

Broadly consistent between MSHT20 and MMHT14.

Thomas Cridge MSHT –S (M2
Z ) determination 1st February 2022 3 / 20

Gluon

Strange
-ness

Changes in high x gluon
Reduced uncertainty
More data here -
Jets, top, ZpT .

Increased Strangeness
Reduced uncertainty
Both due to new
ATLAS 7, 8 TeV
W , Z data.

(Other PDFs in
backup slides.)

More information in our MSHT20 paper: arXiv:2012.04684, Eur.Phys.J.C 81 (2021) 4, 341

Backup
9



Strong coupling + heavy quarks
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• Have followed up baseline fit with dedicated study on strong coupling 
and heavy quark mass dependence.

An investigation of the ↵S and heavy quark

mass dependence in the MSHT20 global PDF analysis

T. Cridgea, L. A. Harland-Langb, A. D. Martinc, and R.S. Thornea

a Department of Physics and Astronomy, University College London, London, WC1E 6BT,

UK
b Rudolf Peierls Centre, Beecroft Building, Parks Road, Oxford, OX1 3PU

c Institute for Particle Physics Phenomenology, Durham University, Durham, DH1 3LE, UK

Abstract

We investigate the MSHT20 global PDF sets, demonstrating the e↵ects of varying the

strong coupling ↵S(M2

Z) and the masses of the charm and bottom quarks. We determine

the preferred value, and accompanying uncertainties, when we allow ↵S(M2

Z) to be a free

parameter in the MSHT20 global analyses of deep-inelastic and related hard scattering

data, at both NLO and NNLO in QCD perturbation theory. We also study the constraints

on ↵S(M2

Z) which come from the individual data sets in the global fit by repeating the

NNLO and NLO global analyses at various fixed values of ↵S(M2

Z), spanning the range

↵S(M2

Z) = 0.108 to 0.130 in units of 0.001. We make all resulting PDFs sets available.

We find that the best fit values are ↵S(M2

Z) = 0.1203±0.0015 and 0.1174±0.0013 at NLO

and NNLO respectively. We investigate the relationship between the variations in ↵S(M2

Z)

and the uncertainties on the PDFs, and illustrate this by calculating the cross sections for

key processes at the LHC. We also perform fits where we allow the heavy quark masses

mc and mb to vary away from their default values and make PDF sets available in steps

of �mc = 0.05 GeV and �mb = 0.25 GeV, using the pole mass definition of the quark

masses. As for varying ↵S(M2

Z) values, we present the variation in the PDFs and in the

predictions. We examine the comparison to data, particularly the HERA data on charm

and bottom cross sections and note that our default values are very largely compatible

with best fits to data. We provide PDF sets with 3 and 4 active quark flavours, as well

as the standard value of 5 flavours.

1

T. Cridge et al., Eur.Phys.J.C 81 (2021) 744
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2. Overall Strong Coupling Dependence

MSHT20 –S dependence
Default PDFs provided at standard fixed value of –S(M2

Z ) = 0.118.
Can also allow –S to be a free parameter in the fit.
Global fit nature of PDFs ∆ can provide a precise, accurate
determination of –S .
Individual datasets have di�erent dependences on –S , but robust
determination utilising all datasets.
The best fit values are found to be:

–S,NLO(M2
Z ) = 0.1203 –S,NNLO(M2

Z ) = 0.1174

Thomas Cridge MSHT –S (M2
Z ) determination 1st February 2022 4 / 20

NLO NNLO

Nice Quadratic
‰2 profile

X

–S,NNLO(M2
Z ) < –S,NLO(M2

Z )
as NNLO corrections +ve, so
fitting same data ∆ lower –S .

More information in article: TC et al, arXiv:
2106.10289, Eur.Phys.J.C 81 (2021) 8, 744.

MSHT20: Strong Coupling

12



3. Individual Dataset Strong Coupling Dependence

MSHT20 –S bounds - NNLO

Therefore upper and lower bounds are +0.0012 and -0.0013.

–S,NNLO(M2
Z ) = 0.1174 ± 0.0013

Thomas Cridge MSHT –S (M2
Z ) determination 1st February 2022 10 / 20

Corresponds to:
�‰2

global
= 17.

BCDMSp data
strongest constraint
upwards: �–S (M2

Z )
= +0.0012.

CMS 8 TeV W
data gives lower
bound: �–S (M2

Z )
= ≠0.0013.

SLACp data provides
upwards bound of:

�–S (M2
Z ) = +0.0018.

CMS and ATLAS (dilepton)
tt̄ single di�.
prefer lower –S
but bound not used.

ATLAS 8 TeV Z ,
SLACd, ATLAS
8 TeV High-mass DY
give lower bounds
of �–S (M2

Z ) =
≠0.0017, ≠0.0018,
≠0.0019

Consistent with World Average
of 0.1179 ± 0.0009.

NNLO Strong Coupling Determination
• Set using dynamical tolerance: point in         for each dataset that 

exceeds 68% C.L. 

<latexit sha1_base64="5239+8hhwkbpR85Dtb5/XnI08h4=">AAAB9XicbVDLTgJBEOzFF+IL9ehlIjHxRHYJUY9EPXjERB4Ju5DZoRcmzD4yM6shhP/w4kFjvPov3vwbB9iDgpV0UqnqTneXnwiutG1/W7m19Y3Nrfx2YWd3b/+geHjUVHEqGTZYLGLZ9qlCwSNsaK4FthOJNPQFtvzRzcxvPaJUPI4e9DhBL6SDiAecUW2krnuLQlOXDXm30uO9Ysku23OQVeJkpAQZ6r3il9uPWRpipJmgSnUcO9HehErNmcBpwU0VJpSN6AA7hkY0ROVN5ldPyZlR+iSIpalIk7n6e2JCQ6XGoW86Q6qHatmbif95nVQHV96ER0mqMWKLRUEqiI7JLALS5xKZFmNDKJPc3ErYkErKtAmqYEJwll9eJc1K2bkoV++rpdp1FkceTuAUzsGBS6jBHdShAQwkPMMrvFlP1ov1bn0sWnNWNnMMf2B9/gAPq5I9</latexit>
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4. PDF Dependence on Strong Coupling

MSHT20 PDF –S dependence - gluon
Correlations between PDFs and –S .

Gluon anti-correlated with –S(M2
Z ) for x . 0.1 as maintains

product –Sg for structure functions.
Gluon therefore correlated with –S(M2

Z ) at high x & 0.1 due to
momentum sum rule.
Larger e�ect at low Q

2 as less evolution distance.

Thomas Cridge MSHT –S (M2
Z ) determination 1st February 2022 12 / 20

Changes of PDFs generally within PDF
uncertainties, certainly at larger scales

for �–S (M2
Z ) = ±0.001.

Impact on PDFs Gluon

(For quarks see backup)
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Heavy Quarks: Charm

Figure 16: The quality of the fit versus the quark mass mc at NNLO with ↵S(M2

Z) = 0.118 for (left)

the reduced cross section for charm and bottom production �̃cc̄(bb̄) for the combined H1 and ZEUS data
and (right) the full global fit.

Figure 17: The quality of the fit versus the quark mass mc at NNLO with ↵S(M2

Z) = 0.118 for (left)
the total reduced cross section �̃ for the combined H1 and ZEUS NC e� 460 GeV data and (right) NC e+

920 GeV data.

left free in Fig. 16 and Table 6, respectively, where again in the latter case the corresponding

↵S(M2

Z) values are shown. The variation in the fit quality for the HERA combined charm and

bottom cross section data is much reduced compared to NLO. The heavy flavour data clearly

prefer a value at NNLO close to the default of mc = 1.4 GeV. The deterioration is clearly such

as to make very low values of mc strongly disfavoured, in contrast to MMHT14. The variation

in the fit quality to the global data set is quite similar this time, with a preference for values

near to mc = 1.35 GeV. Compared to NLO there is little constraint coming from the inclusive

HERA cross section data, shown in Fig. 17. However, there is still a distinct preference for a

low value of the mass from NMC structure function data shown in Fig. 18, where again the

data for x ⇠ 0.01 and Q2
⇠ 4 GeV2 are sensitive to the turn-on of the charm contribution

to the structure function and prefer a lower value giving quicker evolution. At NNLO there

is also a more clear similar e↵ect for NuTeV F2(x,Q2) data in Fig. 19 (left). The ATLAS
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• Similar procedure to determine dependence on heavy quark pole masses.
• Notable addition v.s MSHT14: final combined HERA charm + bottom data.

• Broad consistency between this + global profiles, with some mild tension.

•  We do not make a detailed determination (other methods to do that), but not 
these are ~ consistent with our default value of                             .

HERA HF
Global
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mc = 1.4GeV
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Figure 21: The quality of the fit versus the quark mass mb at NLO with ↵S(M2

Z) = 0.118 for (left) the

reduced cross section for heavy flavour production �̃cc̄(bb̄) for the H1 and ZEUS data and (right) the global
fit.

Figure 22: The quality of the fit versus the quark mass mb at NNLO with ↵S(M2

Z) = 0.118 for (left)

the reduced cross section for heavy flavour production �̃cc̄(bb̄) for the H1 and ZEUS data and (right) the
global fit.

The results for the NNLO fit with ↵S(M2

Z) = 0.118 are shown in Fig. 22. The global fit

is fairly weakly dependent on mb, and prefers a value mb = 4.25 � 4.75 GeV. As in the NLO

case the �2 for the prediction for �̃cc̄(bb̄) is better for slightly higher values of mb and the �2

minimises for mb = 4.75 GeV, which is our default value. The inclusive HERA combined data

again prefers lower values of mb, and in this case this is the dominant reason for the global fit

having a minimum in �2 a little below the fit to heavy flavour data.

In summary, the constraints on mb are relatively weak, and at both NLO and NNLO there

is general compatibility with our default value of mb = 4.75 GeV, particularly from the most

direct constraint from HERA heavy flavour data, although the global fit prefers a slightly lower

value.
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Heavy Quarks: Bottom

• Again broad consistency between global and HERA profiles, with latter 
preferring slightly larger values. Less well determined.

• Consistent with our default of                        .<latexit sha1_base64="m/UuRjgR6W1GVBHcgpldv7RJgMk=">AAAB/XicdVDLSgMxFM34rPU1PnZugkVwIWVSah8LoehClxXsAzpDyaRpG5rMDElGqEPxV9y4UMSt/+HOvzHTVlDRAxcO59zLvff4EWdKO86HtbC4tLyymlnLrm9sbm3bO7tNFcaS0AYJeSjbPlaUs4A2NNOctiNJsfA5bfmji9Rv3VKpWBjc6HFEPYEHAeszgrWRuva+6PpnxXz5FLoniSsFvKTNSdfOOXnHcRBCMCWoXHIMqVYrBVSBKLUMcmCOetd+d3shiQUNNOFYqQ5yIu0lWGpGOJ1k3VjRCJMRHtCOoQEWVHnJ9PoJPDJKD/ZDaSrQcKp+n0iwUGosfNMpsB6q314q/uV1Yt2veAkLoljTgMwW9WMOdQjTKGCPSUo0HxuCiWTmVkiGWGKiTWBZE8LXp/B/0izkUSlfvC7maufzODLgAByCY4BAGdTAFaiDBiDgDjyAJ/Bs3VuP1ov1OmtdsOYze+AHrLdPWXqT6A==</latexit>

mb = 4.75GeV

HERA HF
Global
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Benchmarks

� PDF unc. mc var. mb var.

Higgs Tevatron (1.96 TeV) 0.867 +0.030
�0.019

�
+3.5%
�2.2%

�
+0.0028
�0.0034

�
+0.32%
�0.39%

�
+0.0028
�0.0030

�
+0.32%
�0.35%

�

Higgs LHC (8 TeV) 18.44 +0.24
�0.24

�
+1.3%
�1.3%

�
+0.10
�0.090

�
+0.54%
�0.49%

�
+0.060
�0.070

�
+0.33%
�0.38%

�

Higgs LHC (13 TeV) 42.13 +0.47
�0.51

�
+1.1%
�1.2%

�
+0.27
�0.23

�
+0.64%
�0.57%

�
+0.14
�0.16

�
+0.32%
�0.38%

�

Higgs FCC (100 TeV) 708.2 +9.5
�12

�
+1.3%
�1.7%

�
+8.3
�7.3

�
+1.2%
�1.0%

�
+1.8
�2.4

�
+0.25%
�0.34%

�

Table 9: Predictions for the Higgs boson cross sections (in pb), obtained with the NNLO MSHT20 parton
sets. The PDF uncertainties and mc and mb variations are shown, where the mc variation corresponds to
±0.15 GeV and the mb variation corresponds to ±0.5 GeV.

correlation between the gluon and mc. At the Tevatron the resultant uncertainty is ⇠ 0.3%.

At the LHC it is a little larger at ⇠ 0.5� 0.6%, whereas at the FCC it has increased to about

1% due to the greater change in the small-x gluon. Again changes with mb are smaller, but

follow the same trend as for mc.

We recommend that in order to estimate the total uncertainty due to PDFs and the quark

masses it is best to add the uncertainty due to the variation in quark mass in quadrature with

the PDF uncertainty, or the PDF+↵S uncertainty, if the ↵S uncertainty is also used.

4 PDFs in three- and four-flavour-number-schemes

In our default studies we work in a general-mass variable-flavour-number-scheme (GM-VFNS)

with a maximum of 5 active flavours. This means that we start evolution at our input scale of

Q2

0
= 1 GeV2 with three active light flavours. At the transition point m2

c the charm quark starts

evolution, from a non-zero value at NNLO and beyond, and then at m2

b the bottom quark also

starts evolution. The evolution is in terms of massless splitting functions, and at high Q2 the

contribution from charm and bottom quarks lose all mass dependence other than that input

via the perturbative boundary conditions at the chosen transition point. The explicit mass

dependence is included at lower scales, but falls away like inverse powers as Q2/m2

c,b ! 1. We

do not currently ever consider the top quark as a parton, though this would probably need to

change for detailed studies at 100 TeV.

We could alternatively keep the information about the heavy quarks only in the coe�cient

functions, i.e. the heavy quarks would only be generated in the final state. This is called a

fixed-flavour-number-scheme (FFNS). For example, we could decide that neither charm and

bottom exist as partons, and this would be a 3-flavour FFNS. Alternatively we could let charm

evolution turn on, but never allow the bottom quark to be treated as a parton – a 4-flavour

FFNS. We will use this notation for PDFs where the bottom quark is absent, but strictly

speaking it is a GM-VFNS with a maximum of 4 active flavours as the charm quark will not

exist for scales below m2

c .
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� PDF unc. ↵S unc.

Higgs Tevatron (1.96 TeV) 0.867 +0.030
�0.019

�
+3.5%
�2.2%

�
+0.019
�0.019

�
+2.2%
�2.2%

�

Higgs LHC (8 TeV) 18.44 +0.24
�0.24

�
+1.3%
�1.3%

�
+0.29
�0.29

�
+1.6%
�1.6%

�

Higgs LHC (13 TeV) 42.13 +0.47
�0.51

�
+1.1%
�1.2%

�
+0.64
�0.65

�
+1.5%
�1.5%

�

Higgs FCC (100 TeV) 708.2 +9.5
�12

�
+1.3%
�1.7%

�
+12

�12

�
+1.7%
�1.7%

�

Table 4: Predictions for the Higgs boson cross sections (in pb), obtained with the NNLO MSHT 20 parton
sets. The PDF and ↵S uncertainties are shown, where the ↵S uncertainty corresponds to a variation of
±0.001 around its central value. The full PDF+↵S(M2

Z) uncertainty can be obtained by adding these two
uncertainties in quadrature, as explained in Section 2.3.

high. Hence, at the Tevatron the total ↵S(M2

Z) uncertainty is a little less than the direct value,

i.e. a little more than 2%, and at the LHC and FCC it is reduced to about 1.5%. In the former

case this is slightly less than the PDF uncertainty of ⇠ 2.8%, with some sensitivity to the

relatively poorly constrained high–x gluon, while at the LHC and FCC the PDF uncertainty

is much reduced, due to the smaller x probed, and is smaller than the ↵S(M2

Z) uncertainty.

Hence for �↵S(M2

Z) = 0.001 the Higgs boson cross section from gluon–gluon fusion is about

1.6-1.7 that of the PDF uncertainty alone.

3 Heavy-quark masses

3.1 Choice of the range of heavy-quark masses

In the study of heavy-quark masses that accompanied the MMHT PDFs [21] we varied the

charm and bottom quark masses, defined in the pole mass scheme, from 1.15 GeV to 1.55 GeV,

in steps of 0.05 GeV, and mb from 4.25 GeV to 5.25 GeV in steps of 0.25 GeV. This was an

asymmetric range about our default value of mc = 1.4 GeV, and was because in this previous

study for both charm and bottom the preferred mass values were towards the lower end of the

range. In the present study, as we will show, there is no longer such a clear preference for lower

values, so we choose for mc the symmetric range from 1.2 GeV to 1.6 GeV, while for mb we

expand our range slightly from 4 GeV to 5.5 GeV.

Let us consider this range compared to the constraint from other determinations of the quark

masses. These are generally quoted in the MS scheme, and in [3] are given as mc(mc) = (1.27±

0.02) GeV and mb(mb) = (4.18+0.03
�0.02) GeV. The transformation to the pole mass definition is not

well-defined due to the diverging series, i.e. there is a renormalon ambiguity of ⇠ 0.1�0.2 GeV.

The series is considerably less convergent for the charm quark, due to the lower scale in the

coupling, but the renormalon ambiguity cancels in the di↵erence between the charm and bottom

masses. Indeed, in this way mpole

b �mpole

c = 3.4 GeV is obtained with a very small uncertainty
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� PDF unc. ↵S unc.

Higgs Tevatron (1.96 TeV) 0.867 +0.030
�0.019

�
+3.5%
�2.2%

�
+0.019
�0.019

�
+2.2%
�2.2%

�

Higgs LHC (8 TeV) 18.44 +0.24
�0.24

�
+1.3%
�1.3%

�
+0.29
�0.29

�
+1.6%
�1.6%

�

Higgs LHC (13 TeV) 42.13 +0.47
�0.51

�
+1.1%
�1.2%

�
+0.64
�0.65

�
+1.5%
�1.5%

�

Higgs FCC (100 TeV) 708.2 +9.5
�12

�
+1.3%
�1.7%

�
+12

�12

�
+1.7%
�1.7%

�

Table 4: Predictions for the Higgs boson cross sections (in pb), obtained with the NNLO MSHT 20 parton
sets. The PDF and ↵S uncertainties are shown, where the ↵S uncertainty corresponds to a variation of
±0.001 around its central value. The full PDF+↵S(M2

Z) uncertainty can be obtained by adding these two
uncertainties in quadrature, as explained in Section 2.3.

high. Hence, at the Tevatron the total ↵S(M2

Z) uncertainty is a little less than the direct value,

i.e. a little more than 2%, and at the LHC and FCC it is reduced to about 1.5%. In the former

case this is slightly less than the PDF uncertainty of ⇠ 2.8%, with some sensitivity to the

relatively poorly constrained high–x gluon, while at the LHC and FCC the PDF uncertainty

is much reduced, due to the smaller x probed, and is smaller than the ↵S(M2

Z) uncertainty.

Hence for �↵S(M2

Z) = 0.001 the Higgs boson cross section from gluon–gluon fusion is about

1.6-1.7 that of the PDF uncertainty alone.

3 Heavy-quark masses

3.1 Choice of the range of heavy-quark masses

In the study of heavy-quark masses that accompanied the MMHT PDFs [21] we varied the

charm and bottom quark masses, defined in the pole mass scheme, from 1.15 GeV to 1.55 GeV,

in steps of 0.05 GeV, and mb from 4.25 GeV to 5.25 GeV in steps of 0.25 GeV. This was an

asymmetric range about our default value of mc = 1.4 GeV, and was because in this previous

study for both charm and bottom the preferred mass values were towards the lower end of the

range. In the present study, as we will show, there is no longer such a clear preference for lower

values, so we choose for mc the symmetric range from 1.2 GeV to 1.6 GeV, while for mb we

expand our range slightly from 4 GeV to 5.5 GeV.

Let us consider this range compared to the constraint from other determinations of the quark

masses. These are generally quoted in the MS scheme, and in [3] are given as mc(mc) = (1.27±

0.02) GeV and mb(mb) = (4.18+0.03
�0.02) GeV. The transformation to the pole mass definition is not

well-defined due to the diverging series, i.e. there is a renormalon ambiguity of ⇠ 0.1�0.2 GeV.

The series is considerably less convergent for the charm quark, due to the lower scale in the

coupling, but the renormalon ambiguity cancels in the di↵erence between the charm and bottom

masses. Indeed, in this way mpole

b �mpole

c = 3.4 GeV is obtained with a very small uncertainty
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� PDF unc. ↵S unc.

tt Tevatron (1.96 TeV) 7.24 +0.13
�0.12

�
+1.8%
�1.7%

�
+0.15
�0.15

�
+2.1%
�2.1%

�

tt LHC (8 TeV) 243.1 +6.4
�3.9

�
+2.6%
�1.6%

�
+4.4
�4.5

�
+1.8%
�1.9%

�

tt LHC (13 TeV) 796.8 +16.0
�10.6

�
+2.0%
�1.3%

�
+12

�13

�
+1.5%
�1.6%

�

tt FCC (100 TeV) 34600 +300

�400

�
+0.9%
�1.2%

�
+400

�400

�
+1.2%
�1.2%

�

Table 3: Predictions for tt cross sections (in pb), obtained with the NNLO MSHT20 parton sets. The
PDF and ↵S uncertainties are shown, where the ↵S uncertainty corresponds to a variation of ±0.001 around
its central value. The full PDF+↵S(M2

Z) uncertainty can be obtained by adding these two uncertainties
in quadrature, as explained in Section 2.3.

At the LHC the dominant production mechanism, due to the higher energy and proton–

proton nature of the collisions is gluon–gluon fusion, with the central x value probed being

x ⇡ 0.05 at 8 TeV, and x ⇡ 0.03 at 13 TeV. As seen from the left plot of Fig. 7 the gluon

decreases with increasing ↵S(M2

Z) below x = 0.1 and the maximum decrease is for x ⇠ 0.01. The

↵S(M2

Z) uncertainty on �tt̄ at 8 TeV is slightly less than 2%, almost as large as at the Tevatron,

with the gluon above the pivot point still contributing considerably to the cross section, such

that the indirect ↵S(M2

Z) uncertainty due to PDF variation largely cancels. At 13 TeV the

lower x probed means that most contribution is below the pivot point and there is some anti–

correlation between the direct ↵S variation and the indirect impact via the PDFs, with a

reduced ↵S uncertainty of 1.5%. At this energy the PDF only uncertainty has also reduced to

about 2% due to the decreased sensitivity to the uncertainty in high–x PDFs, the gluon in this

case. At 100 TeV we have x ⇡ 0.004, and the PDF uncertainty has approximately minimised,

while the anti-correlation between the gluon and ↵S(M2

Z) has increased such that there is a

reduced ↵S uncertainty of 1.2%. At the 8 TeV and 13 TeV LHC the ↵S(M2

Z) uncertainty is

similar to the PDF uncertainty, and the total is about 1.4 times the PDF uncertainty alone. At

the Tevatron and 100 TeV FCC the ↵S(M2

Z) uncertainty is slightly larger, such that the total

uncertainty, for �↵S(M2

Z) = 0.001 is about 1.6-1.7 that of the PDF uncertainty.

2.5.3 Higgs boson production

In Table 4 we show the uncertainties in the rate of Higgs boson production from gluon–gluon

fusion. As with top-pair production the cross section starts at order ↵2

S and there are large

positive NLO and NNLO contributions. Therefore, changes in ↵S of about 1% would be

expected to lead to direct changes in the cross section of about 2 � 3%. However, even at

the Tevatron the dominant x range probed, i.e. x ⇡ 0.06, corresponds to a region where the

gluon distribution falls with increasing ↵S(M2

Z), so there is some anti-correlation. At the LHC

where x ⇡ 0.01 � 0.02 at central rapidity the anti–correlation between ↵S(M2

Z) and the gluon

distribution is near its maximum, and at the FCC where x ⇡ 0.001, anti-correlation remains
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� PDF unc. ↵S unc.

W Tevatron (1.96 TeV) 2.705 +0.054
�0.057

�
+2.0%
�2.1%

�
+0.018
�0.017

�
+0.66%
�0.61%

�

Z Tevatron (1.96 TeV) 0.2506 +0.0045
�0.0046

�
+1.8%
�1.8%

�
+0.0018
�0.0016

�
+0.70%
�0.62%

�

W+ LHC (8 TeV) 7.075 +0.099
�0.110

�
+1.4%
�1.6%

�
+0.064
�0.060

�
+0.91%
�0.85%

�

W� LHC (8 TeV) 4.955 +0.071
�0.083

�
+1.4%
�1.7%

�
+0.044
�0.042

�
+0.88%
�0.84%

�

Z LHC (8 TeV) 1.122 +0.014
�0.017

�
+1.3%
�1.4%

�
+0.010
�0.010

�
+0.90%
�0.86%

�

W+ LHC (13 TeV) 11.53 +0.16
�0.18

�
+1.4%
�1.6%

�
+0.12
�0.11

�
+1.0%
�0.94%

�

W� LHC (13 TeV) 8.512 +0.12
�0.14

�
+1.4%
�1.6%

�
+0.080
�0.078

�
+0.94%
�0.91%

�

Z LHC (13 TeV) 1.914 +0.024
�0.029

�
+1.3%
�1.5%

�
+0.019
�0.018

�
+0.98%
�0.94%

�

W+ FCC (100 TeV) 70.82 +2.46
�3.08

�
+3.6%
�4.4%

�
+0.94
�0.89

�
+1.3%
�1.3%

�

W� FCC (100 TeV) 60.39 +1.65
�2.04

�
+2.9%
�3.3%

�
+0.79
�0.74

�
+1.3%
�1.2%

�

Z FCC (100 TeV) 13.50 +0.40
�0.47

�
+3.1%
�3.4%

�
+0.19
�0.17

�
+1.4%
�1.3%

�

Table 2: Predictions for W± and Z cross sections (in nb), including leptonic branching, obtained with
the NNLO MSHT20 parton sets. The PDF and ↵S uncertainties are shown, where the ↵S uncertainty
corresponds to a variation of ±0.001 around its central value. The full PDF+↵S(M2

Z) uncertainty can be
obtained by adding these two uncertainties in quadrature, as explained in Section 2.3.

is therefore an increase with ↵S, which is a little larger than that coming directly from the ↵S

dependence of the cross section. As the energy increases at the LHC the contributing quarks

move to lower x and the increase of the cross section with ↵S increases. This is a smaller

e↵ect than the increase in the PDF uncertainty itself at 100 TeV due to the very small x

PDFs sampled. For any collider scenario the total PDF+↵S uncertainty obtained by adding

the two contributions in quadrature, is only a maximum of about 20% greater than the PDF

uncertainty alone, if �↵S(M2

Z) = 0.001 is used.

2.5.2 Top-quark pair production

In Table 3 we show the analogous results for the top–quark pair production cross section. At

the Tevatron the PDFs are probed in the region x ⇠ 0.2, and the main production source is

the qq̄ channel. The quark distributions are reasonably insensitive to ↵S(M2

Z) in this region

of x, as it is in the approximate region of the transition point of the PDFs, where evolution

switches from PDFs decreasing with scale to increasing. Hence, there is only a small change in

cross section due to changes in the PDFs with ↵S. However, the cross section for tt̄ production

begins at order ↵2

S, and there is a significant positive higher–order correction at NLO, and still

an appreciable one at NNLO. Therefore, a change in ↵S a little lower than 1% should give a

direct change in the cross section of about 2% or slightly more, which is indeed the change that

is observed. This is to be compared with a slightly smaller PDF uncertainty of nearly 2%.
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� PDF unc. mc var. mb var.

W Tevatron (1.96 TeV) 2.705 +0.054
�0.057

�
+2.0%
�2.1%

�
+0.010
�0.013

�
+0.37%
�0.47%

� �0.0079
+0.0029

��0.29%
+0.11%

�

Z Tevatron (1.96 TeV) 0.2506 +0.0045
�0.0046

�
+1.8%
�1.8%

�
+0.0009
�0.0012

�
+0.37%
�0.47%

� �0.0006
+0.0003

��0.26%
+0.11%

�

W+ LHC (8 TeV) 7.075 +0.099
�0.110

�
+1.4%
�1.6%

�
+0.008
�0.014

�
+0.12%
�0.19%

�
+0.013
�0.010

�
+0.18%
�0.14%

�

W� LHC (8 TeV) 4.955 +0.071
�0.083

�
+1.4%
�1.7%

�
+0.005
�0.009

�
+0.09%
�0.19%

�
+0.009
�0.007

�
+0.18%
�0.15%

�

Z LHC (8 TeV) 1.122 +0.014
�0.017

�
+1.3%
�1.4%

�
+0.003
�0.004

�
+0.24%
�0.34%

�
+0.0006
�0.00004

�
+0.05%
�0.003%

�

W+ LHC (13 TeV) 11.53 +0.16
�0.18

�
+1.4%
�1.6%

�
+0.024
�0.028

�
+0.21%
�0.24%

�
+0.025
�0.022

�
+0.22%
�0.19%

�

W� LHC (13 TeV) 8.512 +0.12
�0.14

�
+1.4%
�1.6%

�
+0.013
�0.019

�
+0.15%
�0.23%

�
+0.018
�0.017

�
+0.21%
�0.19%

�

Z LHC (13 TeV) 1.914 +0.024
�0.029

�
+1.3%
�1.5%

�
+0.006
�0.008

�
+0.33%
�0.40%

�
+0.0006
+0.0004

�
+0.03%
+0.02%

�

W+ FCC (100 TeV) 70.82 +2.46
�3.08

�
+3.6%
�4.4%

�
+0.93
�0.92

�
+1.3%
�1.3%

�
+0.12
�0.12

�
+0.17%
�0.17%

�

W� FCC (100 TeV) 60.39 +1.65
�2.04

�
+2.9%
�3.3%

�
+0.70
�0.71

�
+1.2%
�1.2%

�
+0.10
�0.10

�
+0.17%
�0.16%

�

Z FCC (100 TeV) 13.50 +0.40
�0.47

�
+3.1%
�3.4%

�
+0.20
�0.19

�
+1.5%
�1.4%

� �0.03
+0.04

��0.25%
+0.33%

�

Table 7: Predictions for W± and Z cross sections (in nb), including leptonic branching, obtained with
the NNLO MSHT20 parton sets. The PDF uncertainties and mc and mb variations are shown, where the
mc variation corresponds to ±0.15 GeV and the mb variation corresponds to ±0.5 GeV , i.e. about 10%
in each case.

0.6% at the FCC. At the Tevatron the cross section decreases with increasing mc due to the

decrease in high x light quarks seen in Fig. 24, and the dominance of the quark channel at

this collider. At the LHC and FCC, where gluon gluon fusion is the dominant production

mechanism, the cross section is positively correlated with mc due to the increase in the gluon

distribution. Again, changes with mb are smaller but follow the same pattern as for mc.

� PDF unc. mc var. mb var.

tt Tevatron (1.96 TeV) 7.24 +0.13
�0.12

�
+1.8%
�1.7%

� �0.035
+0.035

��0.48%
+0.48%

� �0.009
+0.013

��0.12%
+0.19%

�

tt LHC (8 TeV) 243.1 +6.4
�3.9

�
+2.6%
�1.6%

�
+0.8
�1.0

�
+0.32%
�0.42%

�
+0.54
�0.58

�
+0.23%
�0.24%

�

tt LHC (13 TeV) 796.8 +16.0
�10.6

�
+2.0%
�1.3%

�
+2.9
�2.6

�
+0.36%
�0.33%

�
+2.0
�2.2

�
+0.25%
�0.27%

�

tt FCC (100 TeV) 34600 +300

�400

�
+0.9%
�1.2%

�
+200

�200

�
+0.58%
�0.58%

�
+90

�120

�
+0.27%
�0.34%

�

Table 8: Predictions for tt cross sections (in pb), obtained with the NNLO MSHT20 parton sets. The
PDF uncertainties and mc and mb variations are shown, where the mc variation corresponds to ±0.15 GeV
and the mb variation corresponds to ±0.5 GeV.

3.5.3 Higgs boson production

In Table 9 we show the uncertainties in the rate of Higgs boson production from gluon-gluon

fusion. For this process the cross section always increases with increasing mc, due to positive
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� PDF unc. mc var. mb var.

W Tevatron (1.96 TeV) 2.705 +0.054
�0.057

�
+2.0%
�2.1%

�
+0.010
�0.013

�
+0.37%
�0.47%

� �0.0079
+0.0029

��0.29%
+0.11%

�

Z Tevatron (1.96 TeV) 0.2506 +0.0045
�0.0046

�
+1.8%
�1.8%

�
+0.0009
�0.0012

�
+0.37%
�0.47%

� �0.0006
+0.0003

��0.26%
+0.11%

�

W+ LHC (8 TeV) 7.075 +0.099
�0.110

�
+1.4%
�1.6%

�
+0.008
�0.014

�
+0.12%
�0.19%

�
+0.013
�0.010

�
+0.18%
�0.14%

�

W� LHC (8 TeV) 4.955 +0.071
�0.083

�
+1.4%
�1.7%

�
+0.005
�0.009

�
+0.09%
�0.19%

�
+0.009
�0.007

�
+0.18%
�0.15%

�

Z LHC (8 TeV) 1.122 +0.014
�0.017

�
+1.3%
�1.4%

�
+0.003
�0.004

�
+0.24%
�0.34%

�
+0.0006
�0.00004

�
+0.05%
�0.003%

�

W+ LHC (13 TeV) 11.53 +0.16
�0.18

�
+1.4%
�1.6%

�
+0.024
�0.028

�
+0.21%
�0.24%

�
+0.025
�0.022

�
+0.22%
�0.19%

�

W� LHC (13 TeV) 8.512 +0.12
�0.14

�
+1.4%
�1.6%

�
+0.013
�0.019

�
+0.15%
�0.23%

�
+0.018
�0.017

�
+0.21%
�0.19%

�

Z LHC (13 TeV) 1.914 +0.024
�0.029

�
+1.3%
�1.5%

�
+0.006
�0.008

�
+0.33%
�0.40%
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+0.0004

�
+0.03%
+0.02%
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+0.17%
�0.17%

�

W� FCC (100 TeV) 60.39 +1.65
�2.04

�
+2.9%
�3.3%

�
+0.70
�0.71

�
+1.2%
�1.2%
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+0.10
�0.10

�
+0.17%
�0.16%

�

Z FCC (100 TeV) 13.50 +0.40
�0.47

�
+3.1%
�3.4%

�
+0.20
�0.19

�
+1.5%
�1.4%

� �0.03
+0.04

��0.25%
+0.33%
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Table 7: Predictions for W± and Z cross sections (in nb), including leptonic branching, obtained with
the NNLO MSHT20 parton sets. The PDF uncertainties and mc and mb variations are shown, where the
mc variation corresponds to ±0.15 GeV and the mb variation corresponds to ±0.5 GeV , i.e. about 10%
in each case.

0.6% at the FCC. At the Tevatron the cross section decreases with increasing mc due to the

decrease in high x light quarks seen in Fig. 24, and the dominance of the quark channel at

this collider. At the LHC and FCC, where gluon gluon fusion is the dominant production

mechanism, the cross section is positively correlated with mc due to the increase in the gluon

distribution. Again, changes with mb are smaller but follow the same pattern as for mc.

� PDF unc. mc var. mb var.

tt Tevatron (1.96 TeV) 7.24 +0.13
�0.12

�
+1.8%
�1.7%

� �0.035
+0.035

��0.48%
+0.48%

� �0.009
+0.013

��0.12%
+0.19%

�

tt LHC (8 TeV) 243.1 +6.4
�3.9

�
+2.6%
�1.6%

�
+0.8
�1.0

�
+0.32%
�0.42%

�
+0.54
�0.58

�
+0.23%
�0.24%

�

tt LHC (13 TeV) 796.8 +16.0
�10.6

�
+2.0%
�1.3%

�
+2.9
�2.6

�
+0.36%
�0.33%

�
+2.0
�2.2

�
+0.25%
�0.27%

�

tt FCC (100 TeV) 34600 +300

�400

�
+0.9%
�1.2%

�
+200

�200

�
+0.58%
�0.58%

�
+90

�120

�
+0.27%
�0.34%

�

Table 8: Predictions for tt cross sections (in pb), obtained with the NNLO MSHT20 parton sets. The
PDF uncertainties and mc and mb variations are shown, where the mc variation corresponds to ±0.15 GeV
and the mb variation corresponds to ±0.5 GeV.

3.5.3 Higgs boson production

In Table 9 we show the uncertainties in the rate of Higgs boson production from gluon-gluon

fusion. For this process the cross section always increases with increasing mc, due to positive
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� PDF unc. mc var. mb var.

Higgs Tevatron (1.96 TeV) 0.867 +0.030
�0.019

�
+3.5%
�2.2%

�
+0.0028
�0.0034

�
+0.32%
�0.39%

�
+0.0028
�0.0030

�
+0.32%
�0.35%

�

Higgs LHC (8 TeV) 18.44 +0.24
�0.24

�
+1.3%
�1.3%

�
+0.10
�0.090

�
+0.54%
�0.49%

�
+0.060
�0.070

�
+0.33%
�0.38%

�

Higgs LHC (13 TeV) 42.13 +0.47
�0.51

�
+1.1%
�1.2%

�
+0.27
�0.23

�
+0.64%
�0.57%

�
+0.14
�0.16

�
+0.32%
�0.38%

�

Higgs FCC (100 TeV) 708.2 +9.5
�12

�
+1.3%
�1.7%

�
+8.3
�7.3

�
+1.2%
�1.0%

�
+1.8
�2.4

�
+0.25%
�0.34%

�

Table 9: Predictions for the Higgs boson cross sections (in pb), obtained with the NNLO MSHT20 parton
sets. The PDF uncertainties and mc and mb variations are shown, where the mc variation corresponds to
±0.15 GeV and the mb variation corresponds to ±0.5 GeV.

correlation between the gluon and mc. At the Tevatron the resultant uncertainty is ⇠ 0.3%.

At the LHC it is a little larger at ⇠ 0.5� 0.6%, whereas at the FCC it has increased to about

1% due to the greater change in the small-x gluon. Again changes with mb are smaller, but

follow the same trend as for mc.

We recommend that in order to estimate the total uncertainty due to PDFs and the quark

masses it is best to add the uncertainty due to the variation in quark mass in quadrature with

the PDF uncertainty, or the PDF+↵S uncertainty, if the ↵S uncertainty is also used.

4 PDFs in three- and four-flavour-number-schemes

In our default studies we work in a general-mass variable-flavour-number-scheme (GM-VFNS)

with a maximum of 5 active flavours. This means that we start evolution at our input scale of

Q2

0
= 1 GeV2 with three active light flavours. At the transition point m2

c the charm quark starts

evolution, from a non-zero value at NNLO and beyond, and then at m2

b the bottom quark also

starts evolution. The evolution is in terms of massless splitting functions, and at high Q2 the

contribution from charm and bottom quarks lose all mass dependence other than that input

via the perturbative boundary conditions at the chosen transition point. The explicit mass

dependence is included at lower scales, but falls away like inverse powers as Q2/m2

c,b ! 1. We

do not currently ever consider the top quark as a parton, though this would probably need to

change for detailed studies at 100 TeV.

We could alternatively keep the information about the heavy quarks only in the coe�cient

functions, i.e. the heavy quarks would only be generated in the final state. This is called a

fixed-flavour-number-scheme (FFNS). For example, we could decide that neither charm and

bottom exist as partons, and this would be a 3-flavour FFNS. Alternatively we could let charm

evolution turn on, but never allow the bottom quark to be treated as a parton – a 4-flavour

FFNS. We will use this notation for PDFs where the bottom quark is absent, but strictly

speaking it is a GM-VFNS with a maximum of 4 active flavours as the charm quark will not

exist for scales below m2

c .
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• Evaluate uncertainty on benchmark cross section, including full PDF 
dependence:

• Uncertainty due to strong coupling similar to/larger than PDF uncertainty. 
Quark mass dependence lower.
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↵s ± 0.001
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Impact of dijet data

Preliminary
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★ ATLAS 7 TeV:   90 points — 4.5           — 
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fb�1

• Again take the larger of the jet radii available in both cases, 
i.e. R=0.6/0.7.

• In what follows will also compare to ATLAS/CMS data on 
inclusive jets at 7 and 8 TeV.

★ CMS 7 TeV:   54 points — 5.0           — 

★ CMS 8 TeV:   122 points — 19.7           — 
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0.25 < mjj < 4.48TeV
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143 < p?,avg < 1638GeV

266 points in total, v.s. ~ 4000 in global MSHT fit (inc.).!
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Dijet Data at the LHC
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Dijet fit:

Jet fit:

Npts 7 TeV 8 TeV
ATLAS 7 TeV jets 140 211.8 [222.4]
ATLAS 8 TeV jets 171 [249.0] 249.4
CMS 7 TeV jets 158 188.1 [211.8]
CMS 8 TeV jets 174 [321.9] 308.8

Table 11: Inclusive fit �2 comparison for 7, 8 TeV only cases.

Npts �
2
/Npt

ATLAS 7 TeV jets 140 1.53
ATLAS 8 TeV jets 171 1.45
CMS 7 TeV jets 158 1.22
CMS 8 TeV jets 174 1.80

Total Jets 643 1.50

Table 12: teeset

Npts NLO NLO (µ = HT )
ATLAS 7 TeV jets 140 236.2 302.3
ATLAS 8 TeV jets 171 404.9 311.0
CMS 7 TeV jets 158 217.9
CMS 8 TeV jets 174 287.9 315.3

Table 13: Inclusive fit �2 comparison at NLO.

Npts Central only No decor
ATLAS 7 TeV jets 31,140 35.4 243.6
ATLAS 8 TeV jets 34,171 51.1 270.6
CMS 7 TeV jets 158 194.0 191.6
CMS 8 TeV jets 174 307.9 314.4
Total (per pt) - 1.12 1.21

Table 14: Inclusive fit �2 comparison at NNLO, with just central rapidity bin/no decorrelation for ATLAS.

6

• At NNLO, we find:

★ Fit quality to dijet data very good (1.12), clearly worse for jets (1.50).
★ No signs of significant inconsistency in fit vs. predicted      , though 

some difference in pull implied.
★ Fit quality to top (          ) data better in jet (dijet) fit. Latter 

particularly  notable.
★ (Not shown) - fit quality to other data in global fit v. similar.

*NB we use stat. correlations here. Not included by other groups, and leads to deterioration in fit quality.

*
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Z p?

Npts �
2
/Npt

ATLAS 7 TeV dijets 90 1.05
CMS 7 TeV dijets 54 1.43
CMS 8 TeV dijets 122 1.04

Total Dijets 266 1.12

Table 3: test

Npts �
2
/Npt

ATLAS Z p? 104 1.65
Di↵. top 60 1.11

7 + 8 TeV Jets 643 [1.62]

Table 4: test

Npts MSHT20 Full fit no Z p? no tt no Z p?, tt
ATLAS 7 TeV dijets 90 [99.6] 94.9 96.1 94.8 95.9
CMS 7 TeV dijets 54 [84.9] 77.1 78.2 75.6 76.7
CMS 8 TeV dijets 122 [165.7] 126.8 138.4 129.9 139.1

ATLAS 7 TeV jets 140 221.6 [230.5] [227.3] [233.1] [230.5]
ATLAS 8 TeV jets 171 [252.6] [250.0] [245.1] [254.7] [247.7]
CMS 7 TeV jets 158 [199.6] [238.3] [242.0] [240.7] [247.0]
CMS 8 TeV jets 174 [308.2] [320.3] [325.3] [318.0] [321.8]

ATLAS Z p? 104 190.0 171.3 [220.6] 167.1 [217.4]
ATLAS tt, lep + jet 25 25.6 24.6 26.4 [25.1] [26.6]
ATLAS tt, dilep 5 3.4 3.7 3.1 [4.7] [3.8]

CMS tt sd 15 13.2 14.7 12.2 [18.8] [14.6]
CMS tt dd 15 22.5 23.8 21.8 [24.5] [22.0]

CMS 2.76 TeV jets 81 102.9 106.7 105.3 109.0 106.3

Total (per pt) - 1.17 1.15 1.13 1.14 1.13

Table 5: Dijet fit �2 comparisons. Anything in brackets is not included in the fit. All NNLO. Z p? has slightly
updated treatment of PI production, hence the small di↵erence wrt MSHT20. The CMS inclusive jets now include
EW corrections, which makes the fit quality rather worse- it is given as brackets for MSHT20 though as not refit
there with these. The total �2 corresponds to those datasets in the fit (with the exception of the MSHT case
where it corresponds to the MSHT20 dataset + dijets and without 7,8 TeV inclusive jets).
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Prediction

Npts �
2
/Npt

ATLAS 7 TeV dijets 90 1.05
CMS 7 TeV dijets 54 1.43
CMS 8 TeV dijets 122 1.04

Total Dijets 266 1.12

Table 3: test

Npts �
2
/Npt

ATLAS Z p? 104 1.65
Di↵. top 54 1.24

7 + 8 TeV Jets 643 [1.62]

Table 4: test

Npts MSHT20 Full fit no Z p? no tt no Z p?, tt
ATLAS 7 TeV dijets 90 [99.6] 94.9 96.1 94.8 95.9
CMS 7 TeV dijets 54 [84.9] 77.1 78.2 75.6 76.7
CMS 8 TeV dijets 122 [165.7] 126.8 138.4 129.9 139.1

ATLAS 7 TeV jets 140 221.6 [230.5] [227.3] [233.1] [230.5]
ATLAS 8 TeV jets 171 [252.6] [250.0] [245.1] [254.7] [247.7]
CMS 7 TeV jets 158 [199.6] [238.3] [242.0] [240.7] [247.0]
CMS 8 TeV jets 174 [308.2] [320.3] [325.3] [318.0] [321.8]

ATLAS Z p? 104 190.0 171.3 [220.6] 167.1 [217.4]
ATLAS tt, lep + jet 25 25.6 24.6 26.4 [25.1] [26.6]
ATLAS tt, dilep 5 3.4 3.7 3.1 [4.7] [3.8]

CMS tt sd 15 13.2 14.7 12.2 [18.8] [14.6]
CMS tt dd 15 22.5 23.8 21.8 [24.5] [22.0]

CMS 2.76 TeV jets 81 102.9 106.7 105.3 109.0 106.3

Total (per pt) - 1.17 1.15 1.13 1.14 1.13

Table 5: Dijet fit �2 comparisons. Anything in brackets is not included in the fit. All NNLO. Z p? has slightly
updated treatment of PI production, hence the small di↵erence wrt MSHT20. The CMS inclusive jets now include
EW corrections, which makes the fit quality rather worse- it is given as brackets for MSHT20 though as not refit
there with these. The total �2 corresponds to those datasets in the fit (with the exception of the MSHT case
where it corresponds to the MSHT20 dataset + dijets and without 7,8 TeV inclusive jets).

3

Npts 7 TeV 8 TeV
ATLAS 7 TeV jets 140 211.8 [222.4]
ATLAS 8 TeV jets 171 [249.0] 249.4
CMS 7 TeV jets 158 188.1 [211.8]
CMS 8 TeV jets 174 [321.9] 308.8

Table 12: Inclusive fit �2 comparison for 7, 8 TeV only cases.

Npts �
2
/Npt

ATLAS 7 TeV jets 140 1.53
ATLAS 8 TeV jets 171 1.45
CMS 7 TeV jets 158 1.22
CMS 8 TeV jets 174 1.80

Total Jets 643 1.50

Table 13: teeset

Npts �
2
/Npt

ATLAS Z p? 104 1.85
Di↵. top 54 1.12

7 + 8 TeV Dijets 643 [1.32]

Table 14: test

Npts NLO NNLO
ATLAS 7 TeV jets 140 1.69 1.53
ATLAS 8 TeV jets 171 2.37 1.45
CMS 7 TeV jets 158 1.38 1.22
CMS 8 TeV jets 174 1.65 1.80

Total Jets 643 1.78 1.50

Table 15: Inclusive fit �2 comparison at NLO.

Npts NLO NLO (µ = HT )
ATLAS 7 TeV jets 140 236.2 302.3
ATLAS 8 TeV jets 171 404.9 311.0
CMS 7 TeV jets 158 217.9
CMS 8 TeV jets 174 287.9 315.3

Table 16: Inclusive fit �2 comparison at NLO.

6
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★ NNLO QCD 
corrections.

Dijet fit:

Npts 7 TeV 8 TeV
ATLAS 7 TeV jets 140 211.8 [222.4]
ATLAS 8 TeV jets 171 [249.0] 249.4
CMS 7 TeV jets 158 188.1 [211.8]
CMS 8 TeV jets 174 [321.9] 308.8

Table 11: Inclusive fit �2 comparison for 7, 8 TeV only cases.

Npts �
2
/Npt

ATLAS 7 TeV jets 140 1.53
ATLAS 8 TeV jets 171 1.45
CMS 7 TeV jets 158 1.22
CMS 8 TeV jets 174 1.80

Total Jets 643 1.50

Table 12: teeset

Npts �
2
/Npt

ATLAS Z p? 104 1.85
Di↵. top 60 1.01

7 + 8 TeV Dijets 643 [1.32]

Table 13: test

Npts NLO NNLO
ATLAS 7 TeV jets 140 1.69 1.53
ATLAS 8 TeV jets 171 2.37 1.45
CMS 7 TeV jets 158 1.38 1.22
CMS 8 TeV jets 174 1.65 1.80

Total Jets 643 1.78 1.50

Table 14: Inclusive fit �2 comparison at NLO.

Npts NLO NLO (µ = HT )
ATLAS 7 TeV jets 140 236.2 302.3
ATLAS 8 TeV jets 171 404.9 311.0
CMS 7 TeV jets 158 217.9
CMS 8 TeV jets 174 287.9 315.3

Table 15: Inclusive fit �2 comparison at NLO.

6

Jets fit:

Npts Default No EW No Sm. No Ew/K-fac CMS 8 (def) NNPDF K
ATLAS 7 TeV dijets 90 94.9 119.1 103.1 116.7 95.0 102.4
CMS 7 TeV dijets 54 77.1 84.9 73.4 100.8 77.9 73.3
CMS 8 TeV dijets 122 126.8 152.3 125.9 646.2 127.9 127.5

ATLAS 7 TeV jets 140 [230.5] [233.9] [230.3] [255.8] [229.3] [228.3]
ATLAS 8 TeV jets 171 [250.0] [250.6] [249.7] [266.9] [249.4] [250.1]
CMS 7 TeV jets 158 [242.0] [245.6] [237.3] [285.6] [234.7] [234.4]
CMS 8 TeV jets 174 [320.3] [324.4] [320.1] [350.9] [321.2] [318.9]

ATLAS Z p? 104 171.3 171.5 173.5 130.6 170.8 174.1
ATLAS tt, lep + jet 25 24.6 24.5 24.6 23.2 24.4 24.6
ATLAS tt, dilep 5 3.7 3.7 3.6 5.4 3.5 3.6

CMS tt sd 15 14.7 14.9 14.6 20.9 14.2 14.8
CMS tt dd 15 23.8 23.8 23.6 28.9 23.8 23.6

CMS 2.76 TeV jets 81 106.7 107.2 106.0 120.5 105.9 106.3

Total (per pt) - 1.15 1.16 1.15 1.31 1.15 1.15

Table 6: Dijet fit �2 comparisons. Anything in brackets is not included in the fit. All NNLO. Z p? has slightly
updated treatment of PI production, hence the small di↵erence wrt MSHT20. The CMS inclusive jets now include
EW corrections, and the various labels refer only to the treatment of the dijet data, i.e. for the purpose of the
�2 comparison the inclusive jet treatment is fixed to the default.

Npts NLO
ATLAS 7 TeV dijets 90 98.7
CMS 7 TeV dijets 54 92.1
CMS 8 TeV dijets 122 645.9

Table 7: Dijet fit �2 comparison at NLO.

Npts NLO NNLO
ATLAS 7 TeV dijets 90 1.10 1.05
CMS 7 TeV dijets 54 1.71 1.43
CMS 8 TeV dijets 122 5.30 1.04

Total Dijets 266 3.15 1.12

Table 8: Dijet fit �2 comparison at NLO.

Npts 7 TeV 8 TeV
ATLAS 7 TeV dijets 90 95.8 [95.0]
CMS 7 TeV dijets 54 78.6 [78.4]
CMS 8 TeV dijets 122 [141.4] 127.1

Table 9: Dijet fit �2 comparison, to 7 or 8 only.

4

Not a typo!

★ Clear trend in both cases for QCD corrections to improve fit quality!
★ For jets, this is different to arXiv:2005.11327 trend (though same as in 

MSHT20), but note scale different (       rather than       ).
★ Improvement in CMS 8 TeV dijets remarkable. Not particularly evident by 

just looking at data/theory. Depends sensitively on correlated systematics.
★ Impact of full colour will be very interesting to see, in light of this.
★ Impact of EW corrections more mixed (backup).
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PDFs: Dijets vs. Jets
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Focus on gluon here.

• Overall consistency 
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• But pull rather different.

• Impact of jets data on gluon 
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for dijets.
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• Now consider fits but 
added to MSHT20 baseline 
with no diff. top or           .

• Basic pulls as before.

• However relative impact on 
uncertainty different. Now 
jets more significant at 
high    .

Clear that interplay with other data in fit drives impact. In 
particular greater consistency between dijets and        .

!
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Other Studies
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Fitting SeaQuest Data
• Seaquest fixed target DY data: sensitivity to high    quarks and sea quark 
asymmetry in particular.

•We have now included this on top of baseline MSHT20 fit.
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Preliminary

• Impact on           ratio at high     clear.

• Removing NuSea from fit increases effect, i.e. indicating difference in pulls.
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Figure 7: Benchmark cross sections obtained with NNLO fits to the MSHT20 dataset, with QED e↵ects
included to that without.. Results are normalized to the central value of the QCD only fit.

which is somewhat lower at intermediate to low x, reflecting the di↵erence in the MMHT15

and MSHT20 QCD–only PDFs. This di↵erence will drive the reduction in the photon at low x,

due to the reduced contribution from q ! q+� emission. We note that the impact of including

lepton loops in P�� on all other partons is very minor, and is for that reason not shown here.

In Fig. 6 we compare the MSHT20qed photon PDF with other results in the literature,

namely the NNPDF31luxqed [24], and CT18qed, CT18lux [27] sets. These all apply the same

basic LUXqed approach as outlined in [20, 21] and used for the MSHT set, but di↵er in the

specifics of the implementation, as well as the underlying QCD partons. In more detail, the

CT18qed set applies a similar modification to us, namely applying the LUXqed formula for the

photon at input scale Q0, before evolving with standard QED DGLAP. On the other hand,

NNPDF31luxqed and CT18lux apply the LUXqed formula at higher scales, see [24,27] for more

details. We can see that for intermediate to reasonably high values of x the agreement between

the sets is good, as we might expect. At low x the CT and NNPDF photons lie somewhat above

MSHT, which from Fig. 6 (right) we can see is largely driven by the di↵erence in the charge

weighted quark singlet PDFs, via their impact on the photon through DGLAP evolution. At

the highest values x & 0.5, on the other hand, the MSHT photon is lower than the other results.

In [27] it is argued that the MSHT ‘Q0’ approach tends to lead to a lower photon at high x

in comparison to the high scale approach, due to the di↵erence in treatment of non-leading

twist contributions to F2(x,Q2) above Q
2
0, and hence this could explain the di↵erence with

respect to the NNPDF31luxqed and CT18lux sets. We can see that the CT18qed set, which

applies the same basic ‘Q0’ methodology as MSHT, remains higher than MSHT (though indeed

smaller than CT18lux, even if this is not evident in the plot), but there is better agreement

with CT18qed1.3GeV, which has a more similar starting scale to MSHT, whereas the default

CT18qed uses Q0 = 3 GeV. We note that in [27] it was observed that the MMHT15qed

set was similar in size to CT18qed. However, as discussed above this excluded leptonic loop

contributions to P�� (which are included in CT18), which as observed in Fig. 24 of [26] reduce

the photon PDF most prominently at high x.

Finally, in Fig. 7 we show results for a range of benchmark cross sections, namely Higgs

16

• QED corrections + photon PDF included in baseline MSHT20qed fit.

• Impact moderate put not negligible in light of high precision LHC 
requirements!

For more details see talk by LHL tomorrow - WG3.
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MSHT20: approximate N3LO

• New study: inclusion of approximate N3LO theory in MSHT20 - full 
where available and approximate + uncertainty where not.

For more details see talk by 
Jamie McGowan in next session!
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Summary

Thank you for listening!

•I have covered a range of topics related to the MSHT project, both 
ongoing + completed:

•In the latter cases stay tuned for details talks today + tomorrow!

28

★ MSHT20 - recap.

★ Dedicated study on strong coupling/heavy quark masses.

★ Including dijet production in MSHT20.

★ Fitting SeaQuest data: first look.

★ MSHT20qed - including QED corrections.

★ Theoretical uncertainties: approximate higher order corrections.



Backup
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3. Individual Dataset Strong Coupling Dependence

MSHT20 dataset –S dependence - Jets/ZpT

Perform fits for range 0.108 < –S(M2
Z ) < 0.130 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

Jets, ZpT datasets have direct sensitivity to –S , prefer lower –S .

Thomas Cridge MSHT –S (M2
Z ) determination 1st February 2022 6 / 20

NLO
NNLOCMS 7 TeV jets

prefers lower –S ,
better quadratic
profile at NNLO.

ATLAS 7 TeV jets
prefers lower –S .

CMS 8 TeV jets
prefers –S near
best fit. Weak
dependence around
min, perhaps gluon
moderates.

ATLAS 8 TeV ZpT
prefers lower –S ,
allows increased
high x gluon.

• In more detail, can determine      profiles for individual datasets.

• For example, LHC jets + Z      :

<latexit sha1_base64="DYrKLoIRk+cRhodTNQq1qYdoIX8=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRT0WvXisYD+gXUs2zbax2WRJskJZ+h+8eFDEq//Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ3dvf2D8uFRW8tEEdoikkvVDbCmnAnaMsxw2o0VxVHAaSeY3GR+54kqzaS4N9OY+hEeCRYygo2V2n0yZg+1QbniVt050CrxclKBHM1B+as/lCSJqDCEY617nhsbP8XKMMLprNRPNI0xmeAR7VkqcES1n86vnaEzqwxRKJUtYdBc/T2R4kjraRTYzgibsV72MvE/r5eY8MpPmYgTQwVZLAoTjoxE2etoyBQlhk8twUQxeysiY6wwMTagkg3BW355lbRrVe+iWr+rVxrXeRxFOIFTOAcPLqEBt9CEFhB4hGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMqS47f</latexit>

�2

<latexit sha1_base64="LIDaMm5OcFKXhKOkiU8fgle2uyI=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzAOSJcxOepMhs7PDzKwQQj7CiwdFvPo93vwbJ8keNLGgoajqprsrUoIb6/vfXmFtfWNzq7hd2tnd2z8oHx41TZpphg2WilS3I2pQcIkNy63AttJIk0hgKxrdzfzWE2rDU/loxwrDhA4kjzmj1kkt1esq1KpXrvhVfw6ySoKcVCBHvVf+6vZTliUoLRPUmE7gKxtOqLacCZyWuplBRdmIDrDjqKQJmnAyP3dKzpzSJ3GqXUlL5urviQlNjBknketMqB2aZW8m/ud1MhvfhBMuVWZRssWiOBPEpmT2O+lzjcyKsSOUae5uJWxINWXWJVRyIQTLL6+S5kU1uKpePlxWard5HEU4gVM4hwCuoQb3UIcGMBjBM7zCm6e8F+/d+1i0Frx85hj+wPv8AXgHj6s=</latexit>p?

30



Impact of HO corrections
★ EW corrections:

Dijet fit:
(NNLO 
QCD)Jet fit:

i.e. we find dijet fit quality improved (driven by CMS 8 TeV), but inclusive 
(uniformly) deteriorates! Unclear why, but clearly impacts on discussion of 
relative fit quality.
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�2(noEW) ! �2(EW) : 1.39 ! 1.50

Figure 3.3. The EW K-factors, Eq. (3.3), for the ATLAS and CMS single-inclusive (top) and dijet
(bottom) measurements. For single-inclusive jets the K-factors are shown as a function of jet pT in six
di↵erent rapidity bins. For dijets they are shown as a function of the dijet invariant mass mjj for di↵erent
y⇤ bins for ATLAS (left) or ymax bins for CMS (right).

is required to speed up the computation of hadronic observables when the fit is performed.
Fast interpolation grids accurate to NNLO, for instance in theAPPLfast format, are not yet

publicly available: indeed, the NNLOJET+APPLfast fast interpolation tables with NNLO
QCD corrections are so far only available for jet production in deep-inelastic scattering [53]. We
therefore implement NNLO and EW corrections by supplementing our NLO grids with the QCD
and EW K-factors defined above, which we combine through the multiplicative prescription

d2�

dpTdy

�����
NNLOQCD+EW

=
d2�

dpTdy

�����
NLOQCD

⇥KQCD

NNLO
(pT , y,

p
s)⇥KEW(pT , y,

p
s) . (3.4)

The first term on the right-hand side of the equation is the output of the NLO computation,
while the second and third terms are the bin-by-bin QCD and EWK-factors defined in Eqs. (3.2)
and (3.3), respectively. If the EW K-factor is not included, Eq. (3.4) exactly reproduces the
NNLO results obtained with NNLOJET.

As observed in Sects. 3.1-3.2, QCD K-factors are a↵ected by point-to-point fluctuations
which reveal an underlying numerical uncertainty. For illustration purposes, this uncertainty
is displayed in Fig. 3.4 for the central rapidity bins of the ATLAS 7 TeV single-inclusive jet
and of the CMS 8 TeV dijet distributions. We have estimated this uncertainty through the
procedure for the suppression of outliers as described in Ref. [54]. When performing PDF
fits, this numerical uncertainty is added in quadrature to the experimental uncertainty, fully
uncorrelated datapoint by datapoint. An alternative possibility would be to perform a smooth
interpolation of the K-factor, see Ref. [55].

Finally, we note that the theoretical computations of single-inclusive and dijet observables are
subject to non-perturbative corrections and to missing higher order uncertainties (MHOU). The
former arise from the underlying event and multiple parton interactions, and are estimated by
the experimental collaborations by comparing predictions obtained from di↵erent Monte Carlo
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procedure for the suppression of outliers as described in Ref. [54]. When performing PDF
fits, this numerical uncertainty is added in quadrature to the experimental uncertainty, fully
uncorrelated datapoint by datapoint. An alternative possibility would be to perform a smooth
interpolation of the K-factor, see Ref. [55].

Finally, we note that the theoretical computations of single-inclusive and dijet observables are
subject to non-perturbative corrections and to missing higher order uncertainties (MHOU). The
former arise from the underlying event and multiple parton interactions, and are estimated by
the experimental collaborations by comparing predictions obtained from di↵erent Monte Carlo
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R. Abdul Khalek et al., Eur.Phys.J.C 80 (2020) 8, 797 
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CMS 8 TeV Dijets
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• What is driving this improvement? 
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• Focus in on data/theory comparison…

32



0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

100 1000

CMS 8 TeV dijets, 0.0 < yb < 1.0,0.0 < y⇤ < 1.0

pav
? [GeV]

NLO, unshifted

NNLO, unshifted

0.7

0.8

0.9

1

1.1

1.2

1.3

100 1000

CMS 8 TeV dijets, 0.0 < yb < 1.0,1.0 < y⇤ < 2.0

pav
? [GeV]

NLO, unshifted

NNLO, unshifted

• Overlaying data/theory no clear, by eye, trend for better description at NNLO.
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• However this is before shifting by 
correlated systematics.

stat + sys
stat alone
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• After including shifts from correlated systematics:
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• Now improvement of NNLO is 
clear.

• Impact on shape of distributions in 
3D kinematic space and interplay 
with correlated systematics drives 
this.

stat alone
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• In more detail, Dijets and     
both prefer rather higher 
gluon in                         region  
(          out to higher    ).

<latexit sha1_base64="TIg7TSzWnLxjutje0qf5CodqrUo=">AAAB83icbVA9SwNBEJ3zM8avqKXNYhAsJNwFUQuLgI1lBPOBuSPsbeaSJXt3y+6eEEL+ho2FIrb+GTv/jZvkCk18MPB4b4aZeaEUXBvX/XZWVtfWNzYLW8Xtnd29/dLBYVOnmWLYYKlIVTukGgVPsGG4EdiWCmkcCmyFw9up33pCpXmaPJiRxCCm/YRHnFFjJf+R+OdEdn2JSnZLZbfizkCWiZeTMuSod0tffi9lWYyJYYJq3fFcaYIxVYYzgZOin2mUlA1pHzuWJjRGHYxnN0/IqVV6JEqVrcSQmfp7YkxjrUdxaDtjagZ60ZuK/3mdzETXwZgnMjOYsPmiKBPEpGQaAOlxhcyIkSWUKW5vJWxAFWXGxlS0IXiLLy+TZrXiXVaq9xfl2k0eRwGO4QTOwIMrqMEd1KEBDCQ8wyu8OZnz4rw7H/PWFSefOYI/cD5/APCZkPc=</latexit>

Z p?
<latexit sha1_base64="DK5y1q7tjg4Mk6vCYEopi2JJ38s=">AAACBHicdZDLSgMxFIYzXmu9jbrsJlgEV0NSSi/gouDGZQV7gXYomTTThmYuJBmxDF248VXcuFDErQ/hzrcx01a8oAcCH/9/Difn92LBlUbo3VpZXVvf2Mxt5bd3dvf27YPDtooSSVmLRiKSXY8oJnjIWpprwbqxZCTwBOt4k/PM71wzqXgUXulpzNyAjELuc0q0kQZ2ATkY9gVTSvEA3nwhcsoDu4gchBDGGGaAqxVkoF6vlXAN4swyVQTLag7st/4woknAQk0FUaqHUazdlEjNqWCzfD9RLCZ0QkasZzAkAVNuOj9iBk+MMoR+JM0LNZyr3ydSEig1DTzTGRA9Vr+9TPzL6yXar7kpD+NEs5AuFvmJgDqCWSJwyCWjWkwNECq5+SukYyIJ1Sa3vAnh81L4P7RLDq44pctysXG2jCMHCuAYnAIMqqABLkATtAAFt+AePIIn6856sJ6tl0XrirWcOQI/ynr9AIhalsE=</latexit>

0.1 . x . 0.4
<latexit sha1_base64="TIg7TSzWnLxjutje0qf5CodqrUo=">AAAB83icbVA9SwNBEJ3zM8avqKXNYhAsJNwFUQuLgI1lBPOBuSPsbeaSJXt3y+6eEEL+ho2FIrb+GTv/jZvkCk18MPB4b4aZeaEUXBvX/XZWVtfWNzYLW8Xtnd29/dLBYVOnmWLYYKlIVTukGgVPsGG4EdiWCmkcCmyFw9up33pCpXmaPJiRxCCm/YRHnFFjJf+R+OdEdn2JSnZLZbfizkCWiZeTMuSod0tffi9lWYyJYYJq3fFcaYIxVYYzgZOin2mUlA1pHzuWJjRGHYxnN0/IqVV6JEqVrcSQmfp7YkxjrUdxaDtjagZ60ZuK/3mdzETXwZgnMjOYsPmiKBPEpGQaAOlxhcyIkSWUKW5vJWxAFWXGxlS0IXiLLy+TZrXiXVaq9xfl2k0eRwGO4QTOwIMrqMEd1KEBDCQ8wyu8OZnz4rw7H/PWFSefOYI/cD5/APCZkPc=</latexit>

Z p?
<latexit sha1_base64="xjZDljcwuB1CSYBgktfw5cAFZbc=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe6CqIVFwMYyAfMByRH2NnPJmr29Y3dPDCG/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XZya+sbm1v57cLO7t7+QfHwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e3Mbz2i0jyW92acoB/RgeQhZ9RYqf7UK5bcsjsHWSVeRkqQodYrfnX7MUsjlIYJqnXHcxPjT6gynAmcFrqpxoSyER1gx1JJI9T+ZH7olJxZpU/CWNmShszV3xMTGmk9jgLbGVEz1MveTPzP66QmvPYnXCapQckWi8JUEBOT2dekzxUyI8aWUKa4vZWwIVWUGZtNwYbgLb+8SpqVsndZrtQvStWbLI48nMApnIMHV1CFO6hBAxggPMMrvDkPzovz7nwsWnNONnMMf+B8/gDmtYz9</latexit>x
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Consistency within datasets
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• 7 & 8 TeV data ~ consistent 
for inclusive jets.
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• At higher     clear difference 
between pulls of ATLAS and 
CMS (also seen in 
MSHT20).

• Final result compromise 
between these.

<latexit sha1_base64="DFmNr+pujbTgWryXc6XmWrBAe78=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUU8S8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+dPjP8=</latexit>x
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Consistency within datasets
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• 7 & 8 TeV data consistent 
for dijets, but this is due to 
broader result.

• That is: all dijet fits 
completely driven by CMS 8 
TeV data.
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Results: Benchmarks

• For benchmark total cross sections at e.g. 13 TeV encouraging picture:

★ General moderate reduction in PDF uncertainties.

★ Central values relatively stable.

W+, MMHT14
W+, MSHT20

W−, MMHT14
W−, MSHT20
Z, MMHT14
Z, MSHT20

Z/W , MMHT14

Z/W , MSHT20
tt, MMHT14
tt, MSHT20

ggH, MMHT14
ggH, MSHT20

LHC (13 TeV), NNLO

.

1.11.0751.051.02510.9750.95

• Impact of LHC gluon sensitive data clear on ggH PDF uncertainty and high 
precision W,Z on in particular the Z to W ratio.
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