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•Introduction: LHeC and FCC-eh parameters and kinematics


•Parton distributions at small x


•Potential for testing resummation and saturation


•Longitudinal structure function


•Diffractive phenomena
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LHeC Conceptual Design Report and beyond
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arXiv:1206.2913 arXiv:2007.14491

CDR 2012: commissioned by 

CERN, ECFA, NuPECC

200 authors, 69 institutions

CDR update 2020

300 authors, 156 institutions

Further selected references:


On the relation of the LHeC and the LHC

arXiv:1211.5102


The Large Hadron Electron Collider

arXiv:1305.2090


Dig Deeper 

Nature Physics 9 (2013) 448


Future Deep Inelastic Scattering with the LHeC

arXiv:1802.04317
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Accelerator concepts for electron-proton collisions
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LHeC, PERLE and FCC-eh

50 x 7000 GeV2: 1.2 TeV ep collider

Operation: 2035+, Cost: O(1) BCHF

CDR: 1206.2913 J.Phys.G (550 citations)

Upgrade to 1034 cm-2s-1, for Higgs, BSM

CERN-ACC-Note-2018-0084 (ESSP)

arXiv:2007.14491, subm J.Phys.G

Powerful ERL for Experiments @ Orsay
CDR: 1705.08783 J.Phys.G
CERN-ACC-Note-2018-0086 (ESSP)

Operation: 2025+, Cost: O(20) MEuro

LHeC ERL Parameters and Configuration
Ie=20mA, 802 MHz SRF, 3 turns à
Ee=500 MeV à first 10 MW ERL facility

BINP, CERN, Daresbury, Jlab, Liverpool, Orsay (IJC), +
60 x 50000 GeV2: 3.5 TeV ep collider

Operation: 2050+, Cost (of ep) O(1-2) BCHF

Concurrent Operation with FCC-hh

FCC CDR: 
Eur.Phys.J.ST 228 (2019) 6, 474 Physics
Eur.Phys.J.ST 228 (2019) 4, 755 FCC-hh/eh

Future CERN Colliders: 1810.13022 Bordry+
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Physics with Energy Frontier DIS
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ep/eA collider: cleanest high resolution microscope


Precision and discovery in QCD


Study of EW physics, multi-jet final states


Transform the LHC/FCC into a high precision Higgs facility


Unique and complementary potential for the BSM studies


Empower the LHC/FCC search programme


Overall: a unique Particle and Nuclear Physics Facility
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Parton distributions at small x
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3.3.6 The Gluon PDF

The LHeC, with hugely increased precision and extended kinematic range of DIS, i.e. the
most appropriate process to explore xg(x, Q

2), can pin down the gluon distribution much more
accurately than it is known today. This primarily comes from the extension of range and
precision in the measurement of @F2/@ ln Q

2, which at small x is a direct measure of xg. The
precision determination of the quark distributions, discussed previously, also strongly constrains
xg. Further sensitivity arises with the high-y part of the NC cross section which is controlled
by the longitudinal structure function as is discussed in Sect. 4.2.3.

The result for the gluon distribution from the LHeC inclusive NC/CC data fits is presented in
Fig. 3.15, and compared to several other PDF sets. On the left, the distribution is presented
as a ratio to CT18, and is displayed on a log-x scale to highlight the small x region. On the
right, the xg distribution is shown on a linear-x scale, accentuating the region of large x. The
determination of xg will be radically improved with the LHeC NC and CC precision data, which
provide constraints on @F2/@ ln Q

2 down to very low x values, � 10�5, and large x  0.8.
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Figure 3.15: Gluon distribution at Q
2 = 1.9 GeV2 as a function of x, highlighting (left) the low x and

(right) the high x regions. The yellow band corresponds to the “LHeC 1st run” PDFs (D2), while the
dark blue shows the “LHeC inclusive” PDFs (D4+D5+D6+D9), as described in the text. Both LHeC
PDFs shown are scaled to the central value of CT18.

Below x ' 5 · 10�4, the HERA data have almost vanishing constraining power due to kinematic
range limitations, as one needs a lever arm to determine the Q

2 derivative, and so the gluon
is simply not determined at lower x. This can be seen in all modern PDF sets. With the
LHeC, a precision of a few per cent at small x becomes possible down to nearly 10�5. This
should resolve the question of non-linear parton interactions at small x (cf. Sect. 4.2). It also
has direct implications for the LHC (and even stronger for the FCC): with the extension of the
rapidity range to about 4 at the HL-LHC by ATLAS and CMS, Higgs physics will become small
x physics for which xg must be known very accurately since gg ! H is the dominant production
mechanism.

At large x � 0.3, the gluon distribution becomes very small and large variations appear in
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HERA kinematic limitations to 

LHeC can constrain gluon down to

Few percent precision on the gluon
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(a) u-valence distribution.
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(b) d-valence distribution.
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(c) Sea quark distribution (log10 x scale).
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(d) Sea quark distribution (linear x scale).
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(e) Gluon distribution (log10 x scale).
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(f) Gluon distribution (linear x scale).

Figure 3.16: PDF distributions at Q
2 = 1.9 GeV2 as a function of x, illustrating the impact of di↵erent

amounts of integrated luminosity. The blue, yellow and red bands correspond to LHeC PDFs using
electron-only NC and CC inclusive measurements with 5, 50 and 1000 fb�1 (datasets D1, D2 and D4),
respectively. The yellow band is therefore equivalent to the “LHeC 1st run” PDF. For reference, the
dark blue band shows the results of the final “LHeC inclusive” PDF. For comparison, the cyan band
represents an identical PDF fit using HERA combined inclusive NC and CC data [44], restricted to solely
the experimental uncertainties. Note that this, unlike the LHeC, extends everywhere beyond the narrow
limits of the y scale of the plots.
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Gluon distribution at Q2=1.9 GeV2

Sensitivity to different integrated luminosities: 


(Blue, yellow, red, dark blue) 5,50,1000 fb-1  and inclusive


Compared with HERA

Complete unfolding of parton contents in 
unprecedented kinematic range: u,d,s,c,b,t,g

See more on PDFs at LHeC: Talk by Claire Gwenlan

x ∼ 10−5

x ∼ 5 ⋅ 10−4
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Novel dynamics at small x : resummation
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Large differences in the parton density at low x.


Essential for LHeC and  FCC-eh

the projected error bar on the reduced cross section or structure function F2 which could be
measured at LHeC. For comparison, the simulated pseudodata for F2 are shown together with
the expected experimental uncertainties. The total uncertainties of the simulated pseudodata
are at the few percent level at most, and are therefore much smaller than the uncertainties
coming from the PDFs in most of the kinematic range.

It is evident that fits to the LHeC data will have power to discriminate between the di↵erent
frameworks. In the right plot in Fig. 4.7, the predictions for the longitudinal structure function
are shown. We see that in the case of the FL structure function, the di↵erences between the
fixed order and resummed predictions are even larger, consistently over the entire range of x.
This indicates the importance of the measurement of the longitudinal structure function FL

which can provide further vital constraints on the QCD dynamics in the low x region due to its
sensitivity to the gluon density in the proton.

To further illustrate the power of a high energy DIS collider like the LHeC in exploring the
dynamics at low x, fits which include the simulated data were performed. The NNLO+NLLx
resummed calculation was used to obtain the simulated pseudodata, both for the LHeC, in a
scenario of a 60 GeV electron beam on a 7 TeV proton beam as well as in the case of the FCC-eh
scenario with a 50 TeV proton beam. All the experimental uncertainties for the pseudodata have
been added in quadrature. Next, fits were performed to the DIS HERA as well as LHeC and
FCC-eh pseudodata using the theory with and without the resummation at low x. Hadronic
data like jet, Drell-Yan or top, were not included for this analysis but, as demonstrated in [246],
these data do not have much of the constraining power at low x, and therefore the results of
the analysis at low x are independent of the additional non-DIS data sets. The quality of the
fits characterised by the �

2 was markedly worse when the NNLO DGLAP framework was used
to fit the HERA data and the pseudodata from LHeC and/or FCC-eh than was the case with
resummation. To be precise, the �

2 per degree of freedom for the HERA data set was equal to
1.22 for the NNLO fit, and 1.07 for the resummed fit. For the case of the LHeC/FCC-eh the �

2

per degree of freedom was equal to 1.71/2.72 and 1.22/1.34 for NNLO and NNLO+resummation
fits, respectively. These results demonstrate the huge discriminatory power of the new DIS
machines between the DGLAP and resummed frameworks, and the large sensitivity to the low
x region while simultaneously probing low to moderate Q

2 values.
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Figure 4.8: Comparison between the gluon (left plot) and the quark singlet (right plot) PDFs in the
NNPDF3.1sx NNLO+NNLx fits without (blue hatched band) and with the LHeC+FCC-eh pseudodata
(orange band) on inclusive structure functions. For completeness, we also show the results of the corre-
sponding NNPDF3.1sx NNLO fit with LHeC+FCC-eh pseudodata (green hatched band). Figure taken
from Ref. [246].

In Fig. 4.8 the comparison of the gluon and quark distributions from the NNLO + NLLx fits is

83

Resummation at low x needed to stabilize BFKL expansion


Fits to HERA data: DGLAP + resummation, improve the description at low x


Ball, Bertone, Bonvini, Marzani, Rojo, Rottoli
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Novel dynamics at small x : resummation
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Figure 6.7. Predictions for the F2 and FL structure functions using the NNPDF3.1sx NNLO and
NNLO+NLLx fits at Q2 = 5 GeV2 for the simulated kinematics of the LHeC and FCC-eh. In the case
of F2, we also show the expected total experimental uncertainties based on the simulated pseudo-data,
assuming the NNLO+NLLx values as central prediction. A small o↵set has been applied to the LHeC
pseudo-data as some of the values of x overlap with the FCC-eh pseudo-data points. The inset in the left
plot shows a magnified view in the kinematic region x > 3⇥ 10�5, corresponding to the reach of HERA
data.

kinematic region covered by HERA are already comparable or larger than the size of the simu-
lated pseudo-data uncertainties. This suggests that the inclusion of the LHeC/FCC-eh data for
F2 into a global fit would also provide discrimination power between the two theories, even if
restricted to the HERA kinematic range. Finally, we see that di↵erences are more marked for
FL, with central values di↵ering by several sigma (in units of the PDF uncertainty) in a good
part of the accessible kinematic range. This is yet another illustration of the crucial relevance
of measurements of FL to probe QCD in the small-x region (as highlighted also by Fig. 5.2).

The comparisons of Fig. 6.7 do not do justice to the immense potential of future high-energy
lepton-proton colliders to probe QCD in a new dynamical regime. A more detailed analysis,
along the lines of Ref. [216], involves including various combinations of LHeC/FCC-eh pseudo-
data (�red

NC, FL, F
c

2 , etc.) into the PDF global analysis, allowing one to use the pseudo-data to
reduce the PDF uncertainties and to quantify more precisely the discriminating power for small-
x resummation e↵ects with various statistical estimators, generalizing the analysis of the HERA
data presented in Sect. 5. Such a program would illustrate the unique role of the LHeC/FCC-eh
in the characterization of small-x QCD dynamics, and would provide an important input to
strengthen the physics case of future high-energy lepton-proton colliders.

As a first step in this direction, we have performed variants of the NNPDF3.1sx fits including
various combinations of the LHeC and FCC-eh pseudo-data of �red

NC. Specifically, we have used
the LHeC (FCC-eh) pseudo-data on Ep = 7 (50) TeV + Ee = 60 GeV collisions, where the
central value of the pseudo-data has been assumed to correspond to the NNLO+NLLx predic-
tion computed with the corresponding resummed PDFs. All experimental uncertainties of the
pseudo-data have been added in quadrature. The fits have been performed at the DIS-only level,
since we have demonstrated in Sect. 5 that the small-x results are independent of the treatment
of the hadronic data. Here we will show results of the fits including both LHeC and FCC-eh
pseudo-data, other combinations lead to similar qualitative results.

First of all we discuss the fit results at the �
2
/Ndat level. For simplicity, we show only the

results of the HERA inclusive cross-sections as well as that of the LHeC and FCC-eh pseudo-
data: for all other experiments, the values presented in Table 4.1 are essentially unchanged. As

53

F2 FL

Important consequences for LHeC and FCC-eh


20-40% difference of central  values for F2


Factor 2  to  4 for FL

DGLAP fit will likely fail at the LHeC range


Resummation mandatory for LHeC and FCC-eh
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Novel dynamics at small x: saturation
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Figure 4.1: Schematic view of the di↵erent regions for the parton densities in the lnQ2
�

ln 1/x plane. See the text for comments.

and showed a slow convergence of the perturbative series in the high-energy, or small-x
regime. Therefore, generically one expects deviations from fixed-order DGLAP evolution in
the small-x and small-Q regime which call for a resummation of higher orders in perturbation
theory.

Extensive analyses have been performed in the last few years [224–229], which indeed
point to the importance of resummation to all orders. Resummation should embody impor-
tant constraints like kinematic e↵ects, momentum sum rules and running coupling e↵ects.

Several important questions arise here, such as the relation and interplay of the resum-
mation and the non-linear e↵ects, and possibly the role of resummation in the transition
between the perturbative and non-perturbative regimes in QCD. Precise experimental mea-
surements in extended kinematic regions are needed to explore the deviations from standard
DGLAP evolution and to quantify the role of the resummation at small x.

Saturation in perturbative QCD

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron
scattering was developed by Gribov [56, 207, 230]. Models based on this non-perturbative
Regge-Gribov framework are quite successful in describing existing data on inclusive and
di↵ractive ep and eA scattering (see e.g. [231, 232] and references therein). However, they
lack solid theoretical foundations within QCD.

On the other hand, attempts have been going on for the last 30 years to implement
parton rescattering or recombination2 in perturbative QCD in order to describe its high-
energy behaviour. In the pioneering work in [210, 233], a non-linear evolution equation in
lnQ2 was proposed to provide the first correction to the linear equations. A non-linear term
appeared, which was proportional to the local density of colour charges seen by the probe
(the virtual photon).

An alternative, independent approach was developed in [234], where the amplitudes for

2Note that the rescattering and recombination concepts correspond to the same physical mechanism
viewed in the rest frame and the infinite momentum frame of the hadron, respectively.

105

Figure 4.9: The kinematic coverage of the NC e
�

p scattering pseudodata at the LHeC, where the blue
(red) points indicate those bins for which DGLAP (saturation) predictions are available.

Results and discussion

Using the analysis settings described above, we have carried out the profiling of PDF4LHC15
with the LHeC inclusive structure function pseudodata, which for x  10�4 (x > 10�4) has
been generated using the GBW saturation (DGLAP) calculations, and compare them with the
results of the profiling where the pseudodata follows the DGLAP prediction. We have generated
Nexp = 500 independent sets LHeC pseudodata, each one characterised by di↵erent random
fluctuations (determined by the experimental uncertainties) around the underlying central value.

To begin with, it is instructive to compare the data versus theory agreement, �
2
/ndat, between

the pre-fit and post-fit calculations, in order to assess the di↵erences between the DGLAP and
saturation cases. In the upper plots of Fig. 4.10 we show the distributions of pre-fit and post-fit
values of �

2
/ndat for the Nexp = 500 sets of generated LHeC pseudodata. We compare the results

of the profiling of the LHeC pseudodata based on DGLAP calculations in the entire range of
x with those where the pseudodata is based on the saturation model in the region x < 10�4.
Then in the bottom plot we compare of the post-fit �

2 distributions between the two scenarios.
Note that in these three plots the ranges in the x axes are di↵erent.

From this comparison we can observe that for the case where the pseudodata is generated using
a consistent DGLAP framework (PDF4LHC15) as the one adopted for the theory calculations
used in the fit, as expected the agreement is already good at the pre-fit level, and it is further
improved at the post-fit level. However the situation is rather di↵erent in the case where a
subset of the LHeC pseudodata is generated using a saturation model: at the pre-fit level the
agreement between theory and pseudodata is poor, with �

2
/ndat ' 7. The situation markedly

improves at the post-fit level, where now the �
2
/ndat distributions peaks around 1.3. This result

implies that the DGLAP fit manages to absorb most of the di↵erences in theory present in
the saturation pseudodata. This said, the DGLAP fit cannot entirely fit away the non-linear
corrections: as shown in the lower plot of Fig. 4.10, even at the post-fit level one can still tell
apart the �

2
/ndat distributions between the two cases, with the DGLAP (saturation) pseudodata

86

Test for saturation potential at LHeC:


Simulated pseudodata with saturation at low x 


In the rest of kinematic range use DGLAP to simulate the data


Perform the fits of DGLAP to these data and check the tension/agreement
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Testing for saturation at the LHeC
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Longitudinal structure function
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Simultaneous measurement of F2 and FL is a 
cleanest way to pin down dynamics at low x


Independent constraint on the gluon 
density


Pseudodata simulated for Ep=7 TeV and  
Ee=60, 30, 20 GeV


Integrated luminosity: 10,1,1 fb-1 


Uncertainties: Ee’ scale uncertainty from 0.5% 
to 1.2%, θe to 0.2 mrad, background 
contamination from photo-production 0.5%, 
radiative corrections to 1%. Uncorrelated 
systematic error 0.2-0.5%


FL obtained from the slope of the fit to       
σr=F2 - f(y)FL


Measurement dominated by systematics

it is assumed that ✓e may be calibrated to 0.2 mrad, as compared to 0.5 mrad at H1. The
residual photo-production background contamination is assumed to be 0.5 % at largest y, twice
better than with H1. There is further an assumption made on the radiative corrections which
are assumed to be uncertain to 1 % and treated as a correlated error. The main challenge is to
reduce the uncorrelated uncertainty, which here was varied between 0.2 and 0.5 %. This is about
ten to three times more accurate than the H1 result which may be a reasonable assumption: the
hundred fold increase in statistics sets a totally di↵erent scale to the treatment of uncorrelated
uncertainties, as from imperfect simulations, trigger e�ciency or Monte Carlo statistics. It
is very di�cult to transport previous results to the modern and future conditions. It could,
however, be an important fix point if one knows that the most precise measurement of Z boson
production by ATLAS at the LHC had a total systematic error of just 0.5 % [273].

LHeC

H1

<H1>

FL

FL

FL

Figure 4.16: H1 measurement and LHeC simulation of data on the longitudinal structure function
FL(x, Q

2). Green: Data by H1, for selected Q
2 intervals from Ref. [272]; Blue: Weighted average of the

(green) data points at fixed Q
2; Red: Simulated data from an FL measurement at the LHeC with varying

beam energy, see text. The H1 error bars denote the total measurement uncertainty. The LHeC inner
error bars represent the data statistics, visible only for Q

2 � 200 GeV2, while the outer error bars are the
total uncertainty. Since the FL measurement is sensitive only at high values of inelasticity, y = Q

2
/sx,

each Q
2 value is sensitive only to a certain limited interval of x values which increase with Q

2. Thus each
panel has a di↵erent x axis. The covered x range similarly varies with s, i.e. H1 x values are roughly
twenty times larger at a given Q

2. There are no H1 data for high Q
2, beyond 1000 GeV2, see Ref. [272].

The method here used is that of a simple straight-line fit of �r = F2 � f(y)FL (Eq. (4.6)), in
which FL is obtained as the slope of the f(y) dependence 5. The predictions for F2 and FL were

5Better results were achieved by H1 using a �
2 minimisation technique, see Ref. [274], which for the rough
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Prospect for much higher quality of FL which would allow to discover departures from DGLAP
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LHeC as eA collider
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• eA at LHeC/FCC-eh:  x and Q2 extended by 4 decades 

• Determination of inclusive and diffractive nuclear parton densities

• Studies of transverse structure: 3D picture

• Saturation (ep & eA, nuclear enhancement)

• Flavour dependent anti shadowing, Gribov relation with diffraction,…

• Strong impact on the pA/AA programmes at the HL-LHC and FCC-hh u
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Figure 1: A diagram of a di↵ractive NC event in DIS together with the corresponding variables,
in the one-photon exchange approximation. The large rapidity gap is between the system X
and the scattered proton Y (or its low mass excitation).

at both the LHeC and the FCC-eh with larger statistics and more extended kinematics, in this
first study we limit ourselves to neutral currents. The incoming electron or positron, with four
momentum k, scatters o↵ the proton, with incoming momentum p, and the interaction proceeds
through the exchange of a virtual photon with four-momentum q. The kinematic variables for
such an event include the standard deep inelastic variables

Q2 = �q2 , x =
�q2

2p · q
, y =

p · q

p · k
, (1)

where Q2 describes the photon virtuality, x is the Bjorken variable and y the inelasticity of the
process. In addition, the variables

s = (k + p)2 , W 2 = (q + p)2 , (2)

are the electron-proton centre-of-mass energy squared and the photon-proton centre-of-mass
energy squared, respectively. The distinguishing feature of the di↵ractive event ep ! eXY
is the presence of the large rapidity gap between the di↵ractive system, characterized by the
invariant mass MX and the final proton (or its low-mass excitation) Y with four momentum p0.
In addition to the standard DIS variables listed above, di↵ractive events are also characterized
by an additional set of variables defined as

t = (p� p0)2 , ⇠ =
Q2 +M2

X � t

Q2 +W 2
, � =

Q2

Q2 +M2
X � t

. (3)

In the above t is the squared four-momentum transfer at the proton vertex, ⇠ (alternatively
denoted by xIP ) can be interpreted as the momentum fraction of the ‘di↵ractive exchange’
with respect to the hadron, and � is the momentum fraction of the parton with respect to the
di↵ractive exchange. The two momentum fractions combine to give Bjorken-x, x = �⇠.

The physical picture suggested by Fig. 1 is that the initial proton splits into a final state Y
of momentum p0 ' (1 � ⇠)p and the object which is responsible for the di↵ractive exchange of
momentum ⇠p. The latter in turn undergoes a DIS-like process to produce the final state X (see
Sec. 3.1 for more details). The study presented in this paper concerns coherent di↵raction (i.e.
the non-dissociating case), where the final state Y is a proton. Experimentally, this requires
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vacuum quantum numbers Pomeron


Importance of diffraction for understanding of 
small x dynamics, shadowing, confinement, soft 
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LHeC phase space: (β,Q2) fixed ξ
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LHeC phase space ― Ep = 7 TeV

V W X. Z[# bins for V W X. Z[
• no top

– 1589 for '( \ 1.3	GeV(
– 1229 for '( \ 5	GeV(

• with top quark
– 17 bins more

2017-11-15 Wojtek Slominski - PDFs and Low x at LHeC/FCC-he WG  meeting 7
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FCC-eh phase space: (β,Q2) fixed ξ
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FCC-he phase space ― Ep = 50 TeV

2017-11-15 Wojtek Slominski - PDFs and Low x at LHeC/FCC-he WG  meeting 8

V W X. Z[# bins for V W X. Z[
• no top

– 2171 for '( \ 1.3	GeV(
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• with top quark
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Simulations based on extrapolation of ZEUS-SJ DPDFs


Variable Flavor Number  scheme without top


Binning to assume negligible statistical errors


5% systematic error, dominates the total error 


Potential for high quality data for inclusive diffraction 
at LHeC/FCC-eh


Prospects for precise extraction of diffractive PDFs, 
tests of factorization breaking (collinear and soft)
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Figure 6: Selected subset of the simulated data for the di↵ractive reduced cross section as a func-
tion of � in bins of ⇠ and Q2 for ep collisions at the LHeC. The curves for ⇠ = 0.01, 0.001, 0.0001
are shifted up by 0.04, 0.08, 0.12, respectively.

To evaluate the precision with which the DPDFs can be determined, several pseudodata sets,
corresponding to independent random error samples, were generated. Each pseudodata set was
fitted to the reduced cross-sections defined by Eqs. (5a) and (8) in the DPDF model of Sec. 3.1.

The minimal value of Q2 for the data considered in the fits was set to Q2
min = 5GeV2. The

reason for this cut-o↵ is to show the feasibility of the fits including just the range in which
standard twist-2 DGLAP evolution is expected to be trustable. At HERA, the Q2

min values
giving acceptable DGLAP (twist-2) fits were 8GeV2 [25] and 5GeV2 [26] for H1 and ZEUS,
respectively. It is expected that if there are any higher twist e↵ects, for example due to parton
saturation, they should become visible in the lower Q2 region. DGLAP fits to the di↵ractive data
are known to not describe the data very well in this region, which may point to the importance
of the higher order or higher twist corrections.

It is possible that a more flexible functional form would eventually be able to fit such data
from the new machines without resorting to dynamics beyond twist-2 DGLAP but, with the
amount and precision of HERA data, no evidence for this was found. Note that phenomenological
studies which include higher twist corrections indeed describe the HERA data in this region
better than the pure DGLAP evolution [43].

The maximum value of ⇠ was set by default to ⇠max = 0.1, above which the cross-section
starts to be dominated by the Reggeon exchange. The e↵ects of relaxing both limits Q2

min and
⇠max are described below. The region above the top threshold was not considered in the fits.
This point however should be addressed in future studies; the top contribution has a negligible
impact for the LHeC but some impact for the FCC-eh.
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Figure 7: Selected subset of the simulated data for the di↵ractive reduced cross section as
a function of � in bins of ⇠ and Q2 for ep collisions at the FCC-eh. The curves for ⇠ =
0.01, 0.001, 0.0001, 0.00001 are shifted up by 0.04, 0.08, 0.12, 0.16, respectively.

The binning adopted in this study corresponds roughly to 4 bins per order of magnitude in
each of ⇠,�, Q2. For Q2

min = 5GeV2, ⇠max = 0.1 and below the top threshold this results in 1229
and 1735 pseudodata points for the LHeC and FCC-eh, respectively. The top-quark region adds
17 points for the LHeC and 255 for FCC-eh. Lowering Q2

min down to 1.8GeV2 we get 1589 and
2171 pseudodata points, while increasing ⇠ up to 0.32 adds ca. 180 points for both machines.

The potential for determination of the gluon DPDF was investigated by fitting the inclusive
di↵ractive DIS pseudodata with two models, S and C of Sec. 3.1 with ↵IP ,IR(0) fixed, in order to
focus on the shape of the Pomeron’s PDFs. At HERA, both S and C fits provide equally good
descriptions of the data with �2/ndf = 1.19 and 1.18, respectively, despite di↵erent gluon DPDF
shapes. The LHeC pseudodata are much more sensitive to gluons, resulting in �2/ndf values
of 1.05 and 1.4 for the S and C fits, respectively. This motivates the use of the larger number
of parameters in the fit-S model, which we employ in the further studies. It also shows clearly
the potential of the LHeC and the FCC-eh to better constrain the low-x gluon and, therefore,
unravel eventual departures from standard linear evolution.

4.2 DPDFs uncertainties

In Fig. 8 and Fig. 9 the di↵ractive gluon and quark distributions are shown for the LHeC
and FCC-eh, respectively, as a function of z for fixed scales µ2 = 6, 20, 60, 200GeV2. The bands
labelled A,B,C denote fits to three statistically independent pseudodata replicas, obtained from
the same central values and statistic and systematic uncertainties. Hereafter the bands shown

12

LHeC

FCC-eh

Only small subset of simulated data is shown
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Figure 8: Di↵ractive PDFs for gluon and quark in the LHeC kinematics as a function of momen-
tum fraction z for fixed values of scale µ2. Results of fits to three (A,B,C) pseudodata replicas
are shown together with the experimental error bands. For comparison, the extrapolated ZEUS-
SJ fit is also shown (black) with error bands marked with the hatched pattern. The vertical
dotted lines indicate the HERA kinematic limit. The bands indicate only the experimental
uncertainties, see the text.

Figure 9: Identical to Fig. 8, but in the FCC-eh kinematics. The bands indicate only the
experimental uncertainties, see the text.

correspond to ��2 = 2.7 uncertainty (90% CL). Also the extrapolated ZEUS-SJ DPDFs are
shown with error bands marked by the ‘/’ hatched area. Note that the depicted uncertainty
bands come solely from experimental errors, neglecting theoretical sources, such as fixed input
parameters and parametrization biases. The extrapolation beyond the reach of LHeC/FCC-eh
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Relative uncertainties

Diffractive gluon PDF

Reduction of DPDF  uncertainty by factor 5 — 7 at LHeC and 10 — 15 at FCC-eh with inclusive data alone
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Figure 12: Relative uncertainties on the di↵ractive PDFs for di↵erent numbers of free fit param-
eters, 7 and 9. Two di↵erent choices of scales are considered µ2 = 6 and 20GeV2. The green
and red bands correspond to the 9-parameter fits for the LHeC and FCC-eh scenarios, respec-
tively. The continuous lines delimit the 7-parameter fit uncertainty. The cross-hatched areas
show kinematically excluded regions. The bands indicate only the experimental uncertainties,
see the text.

the inelastic intermediate nucleon states [47]. There are two variants of the model, named H
and L, corresponding to di↵erent strengths of the colour fluctuations, giving rise to larger and
smaller probabilities for di↵raction in nuclei with respect to that in proton, respectively. To
illustrate the results of this model, in Fig. 13 we show the nuclear modification factor, Eq. (15),

for FD(3)
2 and FD(3)

L in 208Pb.
Pseudodata were generated using the same method, 5% uncorrelated systematic error and

luminosity 2 fb�1 as described for ep in Section 3.3. The results for the LHeC and FCC-eh
are shown in Figs. 14 and 15, respectively (for a selected subset of bins). The similarly large
coverage and small uncertainty (dominated by the assumed systematics) illustrated in these two
figures compared to Figs. 6 and 7 make it clear that an accurate extraction of nDPDFs in 208Pb
in an extended kinematic region, similar to that shown in Figs. 8, 9 and 10, will be possible. We
also include in Fig. 16 the corresponding results for eAu collisions at the EIC. Studies performed
for ep at those energies show that the expected accuracy for the extraction of DPDFs at the
EIC is comparable to that in existing DPDFs for the proton at HERA. Assuming, as we did for
the LHeC and FCC-eh, a similar experimental uncertainty, integrated luminosity and kinematic
coverage, the accuracy in the extraction of nDPDFs at the EIC would then be similar to that
of existing HERA fits.

17

HERA

LHeC

FCC-eh

Prospects for precise extraction of diffractive PDFs, tests of factorization breaking (collinear and soft)
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High precision data would allow to extract the nuclear DPDFs with similar accuracy to the proton case
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Figure 3.23: Di↵erential cross section for the elastic J/ production as a function of |t| within the
IP-Sat (saturation), b-CGC and 1-Pomeron models at a fixed W�p = 1TeV, which corresponds to the
LHeC kinematics, and for two di↵erent values of photon virtuality Q = 0 and Q

2 = 10 GeV2. The
thickness of points includes the uncertainties associated with the freedom to choose di↵erent values for
the charm quark mass within the range mc = 1.2 � 1.4 GeV.

slope parameters Bg and BCGC, which control the b -dependence in both models, were fitted to
obtain the best description of elastic di↵ractive J/ production, in particular its t-dependence,
at small values of t.

In Figs. 3.23 and 3.24 we show the simulated di↵erential cross section d�/dt as a function of |t|
and study its variation with energy and virtuality, and its model dependence. First, in Fig. 3.23
we show the di↵erential cross section as a function of t for fixed energy W = 1TeV, in the case of
the photoproduction of J/ (left plot) and for the case of DIS with Q

2 = 10 GeV2 (right plot).
The energy W corresponds to the LHeC kinematics. There are three di↵erent calculations in
each plot, using the IP-sat model, the b-CGC model and the 1-Pomeron approximation. The
last one is obtained by keeping just the first non-trivial term in the expansion of the eikonalised
formula of the IP-Sat amplitude (3.26). First, let us observe that all three models coincide
for very low values of t, where the dependence on t is exponential. This is because for low
|t|, relatively large values of impact parameter are probed in Eq. (3.24) where the amplitude
is small, and therefore the tail in impact parameter is Gaussian in all three cases. Since the
Fourier transform of the Gaussian in b is an exponential in t, the result at low t follows. On
the other hand, the three scenarios di↵er significantly for large values of |t|. In the case of the
1-Pomeron approximation the dependence is still exponential, without any dips, which is easily
understood since the impact parameter profile is perfectly Gaussian in this case. For the two
other scenarios, dips in d�/dt as a function in t emerge. They signal the departure from the
Gaussian profile in b for small values of b where the system is dense. A similar pattern can be
observed when performing the Fourier transform of the Wood-Saxon distribution, which is the
typical distribution used for the description of the matter density in nuclei. When Q

2 is increased
the pattern of dips also changes. This is illustrated in Fig. 3.23. It is seen that the dips move to
higher values of |t| for DIS than for photoproduction. This can be understood from the dipole
formula Eq. (3.24) which contains the integral over the dipole size. Larger values of Q

2 select

68

Precision t, W and Q2 dependence of vector mesons
Example : tests of saturation from the slope in t  

One of the best processes to 
test for novel small x dynamics

V

Advantage over UPC:


Q2 dependence
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• LHeC and FCC-eh are electron-proton facilities which represent seminal opportunity to 
advance particle physics


• Broad physics potential: QCD studies, both precision and discovery, precision Higgs and EW, 
expand prospects for BSM, physics with nuclei


• Ultimate precision small x machines in ep/eA:


• Precision PDFs at low x. Potential for testing resummation and saturation


• Inclusive diffraction, constraints on diffractive PDFs, new final states in diffraction, also 
EW exchange. Relation between diffraction and shadowing


• Exclusive diffraction, vector meson production, DVCS


• Small x and nuclear effects can be tested in one facility. Test of  universality of saturation


• …and much more…!



