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Proton Structure in Hard Interactions
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Jet production in high energy collisions of

hadrons can be described in terms of follow-

ing ingredients:

Initial state of hadrons

Hard collision of partons

Parton Shower

Underlying Event (UE)

Hadronization

𝑑𝜎𝑝𝑝→𝑗𝑒𝑡+𝑋(𝑄2) = ∑
𝑎,𝑏

∫ 𝑓𝑎(𝑥1, 𝑄2)𝑓𝑏(𝑥2, 𝑄2)⏟⏟⏟⏟⏟⏟⏟⏟⏟
proton structure

𝑑𝜎̂𝑎+𝑏→𝑗𝑒𝑡+𝑋(𝑥1, 𝑥2, 𝑄2)⏟⏟⏟⏟⏟⏟⏟⏟⏟
hard process+PS+Had.
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momentum fraction of x ≈ 0.015, while the dijet measurements, separated into four jet-pair topolo-
gies, provide constraints on the x dependence of the gluon polarization. Both results are consistent
with previous measurements made at

√
s = 200 GeV in the overlapping kinematic region, x > 0.05,

and show good agreement with predictions from recent next-to-leading order global analyses.

I. INTRODUCTION

The proton consists of quarks and antiquarks, bound
by gluons. The gluons provide about half of the momen-
tum of the proton (see for example [1]), and their inter-
actions provide most of the mass [2, 3]. Nonetheless, we
know very little about the role that gluons play in deter-
mining the fundamental proton quantum numbers, such
as its spin.

The spin program at the Relativistic Heavy Ion Col-
lider (RHIC) has made significant progress toward ad-
dressing the question of how much, if at all, gluon spins
contribute to the spin of the proton. The STAR and
PHENIX collaborations have performed a sequence of
measurements of the longitudinal double-spin asymme-
try, ALL, for inclusive jet [4–7] and pion [8–12] produc-
tion. The results have been incorporated, along with in-
clusive and semi-inclusive lepton-proton scattering data,
into the recent DSSV14 [13] and NNPDFpol1.1 [14] next-
to-leading order (NLO) perturbative QCD global analy-
ses. These extractions of the helicity parton distribution
functions (PDFs) indicate that, at momentum transfer
scale of Q2 = 10 (GeV/c)2 and for momentum fractions
x > 0.05 that are sampled by the included RHIC data,
gluon spins contribute approximately 40% of the total
proton spin.

RHIC data provide direct, leading-order sensitivity to
gluon polarization because hard scattering processes at
RHIC energies are dominated by gluon-gluon and quark-
gluon scattering, as shown in Fig. 1. In contrast, po-
larized lepton scattering data constrain the gluon polar-
ization indirectly, via Q2 evolution effects. There have
been two recent global analyses [15, 16] that only in-
cluded lepton scattering data in their fits. These fits
also find substantial gluon polarization in the region
x > 0.05, albeit with larger uncertainties than those
of [13, 14]. Recently, the first lattice QCD calculation
of the full first moment of the gluon helicity distribu-
tion ∆g(x,Q2) has been calculated to be ∆G(Q2) =∫ 1

0
∆g(x,Q2)dx = 0.251 ± 0.047 (stat.) ± 0.016 (syst.) at

Q2=10 (GeV/c)2 [17] . In addition, the small-x asymp-
totic behavior of ∆g(x) has been derived in the large-Nc
limit [18], although the x range where the asymptotic
limit is applicable is not yet clear.

While the DSSV14 and NNPDFpol1.1 analyses are in
good agreement for the kinematic region x > 0.05 where
the included data from RHIC on inclusive jet and neutral
pion production at

√
s = 200 GeV are most sensitive, the

extrapolations over smaller x and their associated errors
are markedly different. For example, at x = 10−3, the
quoted gluon polarization uncertainty in NNPDFpol1.1
is twice as large as that for DSSV14. These extrapo-
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FIG. 1. Fractions of the next-to-leading-order cross section
[19, 20] for inclusive jet production arising from quark-quark,
quark-gluon, and gluon-gluon scattering in pp collisions at√
s = 200 and 500 GeV, as a function of xT = 2pT /

√
s.

lations are needed to determine the full first moment of
the gluon helicity distribution. Complementary measure-
ments are thus required both to extend the sensitivity
to smaller x and better to resolve the x dependence of
∆g(x,Q2).

The inclusive jet and the dijet longitudinal double-spin
asymmetries presented in this paper will help address
both issues. The data for these measurements were col-
lected from

√
s = 510 GeV polarized pp collisions during

the 2012 RHIC running period. For a given jet transverse
momentum, pT , and pseudorapidity, η, the increased
center-of-mass energy extends the sensitivity of the in-
clusive jet channel to lower x partons (x ' xT e±η, where
xT = 2pT /

√
s). While the inclusive jet channel provides

the strongest statistical power, dijets permit extraction of
the momentum fractions, x1 = (pT,3e

+η3 + pT,4e
+η4)/

√
s

and x2 = (pT,3e
−η3 + pT,4e

−η4)/
√
s, of the partons par-

ticipating in the hard scattering at the Born level, with
higher-order corrections that are known and have been
shown to be small [21]. Note that, throughout this pa-
per, the kinematics of the initial partons and final jets
are denoted by subscripts 1,2 and 3,4, respectively. The√
s = 510 GeV dijet asymmetries here are separated into

four pseudorapidity topologies that facilitate the extrac-
tion of x-dependent constraints as a function of the di-
jet invariant mass M34 =

√
sx1x2. Together, these in-

clusive jet and dijet results will provide important new
constraints on the magnitude and shape of the gluon po-
larization over the range 0.015 < x < 0.2.

A number of other measurements sensitive to gluon
polarization have been released since the DSSV14 and
NNPDFpol1.1 global analyses. STAR has published the
first two measurements of dijet ALL, based on pp colli-
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Jet Measurements using STAR Detector

TPC: Interaction vertex

and charged particle tracks

BEMC and EEMC:

Photon energy

measurement

Trigger condition on

deposited EMC energy sum

in 1 × 1 patches in 𝜂 − 𝜙
East and west

Zero Degree

Calorimeter: Absolute

luminosity monitoring
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Gluon Polarization using Jets at STAR

Measurements using a similar collinear factorization

framework 𝐴LL ∼ Δ𝑓𝑎 ⊗ Δ𝑓𝑏 ⊗ Δ𝜎̂ to determine Δ𝑔, the
helicity distribution of gluons inside the proton

Detector effects are not unfolded but corrected by

adjusting 𝑝𝑇 (or 𝑀jj) and 𝐴LL of independent points

Run 15 mid-rapidity inclusive jet and di-jet 𝐴LL results at

200 GeV recently published [PRD103 (2021) L091103]

Run 13 mid-rapidity inclusive jet and di-jet results at

510 GeV accepted to PRD [arXiv:2110.11020]

Global fits: gluon polarisation
High-pT jet production

first evidence of a sizeable, positive
gluon polarization in the proton
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FIG. 6: Combined effect of the STAR 2009 mid-central and
forward dijet sets of data [22, 23] on the gluon helicity distri-
bution in the relevant range of x for Q2 = 10GeV2. Shown are
the average and variance (1-σ contour) before (blue lines) and
after (red lines) reweighting, the original ensemble of replicas,
and the individual averages from each data set (black lines)
as given in Figs. 4 and 5.

Upon closer inspection, the central values of the mea-
sured double-spin asymmetries for the west barrel-endcap
and the endcap-endcap dijet configurations suggest a
trend for a larger gluon polarization at x ∼ 0.1, but
the sizable experimental errors undermine their impact in
the reweighting process. We have explicitly verified that
scaling the experimental errors artificially down in the
computation of the new weights wk results in an increase
of the gluon polarization.

The combined impact of all STAR 2009 dijet data sets
on the gluon helicity distribution ∆g(x,Q2) can be found
in Fig. 6 in the relevant range of x for Q2 = 10GeV2.
Shown are the average and variance before (blue lines)
and after (red lines) reweighting. For reference, we also
give the five average gluon helicity densities (black lines)
from the individual reweighting exercises discussed in
Figs. 4 and 5. As can be seen, the overall impact of the
combined set of dijet data is a very moderate increase
of the gluon polarization in the range 0.05 . x . 0.2,
well within the uncertainty of the DSSV14 replicas, and
a sizable reduction of the width of the 1-σ uncertainty
band, most noticeable for x & 0.2. This nicely confirms
both the evidence for a positive gluon polarization at in-
termediate values of x first demonstrated in Ref. [5] and
the anticipated impact of the dijet probe on ∆g(x,Q2).

For future reference and to illustrate again the impact
and consistency of the dijet data, we quote here some
representative values and 1-σ uncertainties for truncated

moments of the gluon helicity density,
∫ 1

xmin
∆g(x,Q2) dx,

at Q2 = 10GeV2. For xmin = 0.01 we obtain 0.309 ±
0.109 and 0.296± 0.108 before and after reweighting, re-

spectively. Likewise, for xmin = 0.1 the corresponding
numbers read 0.133± 0.035 and 0.126± 0.023. It should
be noted that the values before reweighting are fully con-
sistent with those obtained from the Lagrange multiplier
method in the original DSSV14 analysis.
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oretical calculation. Detector jets were reconstructed in
the simulation and matched with their partonic counter-
parts if the two jets were within

√
∆η2 + ∆φ2 ≤ 0.5.

The closest parton jet in η − φ space was chosen if more
than one parton jet matched a given detector jet.

The sources of systematic uncertainties considered for
both the inclusive jet and dijet measurements are the
same as in [10, 11]. The jet energy scale systematic un-
certainties include the following: the calorimeter tower
(electromagnetic response) gain and efficiency for the run
conditions in 2013 contributed about 3.1% of the jet en-
ergy scale values (dominant systematic); the TPC track-
ing efficiency and resolution effects (hadronic response)
contributed about 1.5%; the difference between data and
simulation for the underlying event correction was less
than 1%; and the differences between other PYTHIA
tunes were about 5% in the lower jet energy scale bins,
down to about 1% for the higher bins. Additionally, the
statistical uncertainties of the unfolding were considered
as a systematic (less than 1%).

Trigger and reconstruction bias effects were studied
with the simulation to compensate for distortions due
to detector finite resolution and efficiency. The efficiency
of the STAR triggers varies for different partonic sub-
processes (quark-quark, quark-gluon and gluon-gluon)
[2, 10]. The trigger bias and the finite resolution of
the detector affect the ALL measurements. Corrections
(within 0.00004 and 0.003) were obtained by comparing
the average differences between the asymmetry for recon-
structed detector jets and parton jets, by using one hun-
dred equally probable replicas of the NNPDFpol1.1 [5]
estimations. The root-mean-square of these differences,
in addition to the finite statistics of the simulation, were
considered as systematic uncertainties, and varied ap-
proximately from 0.0002 for lower pT or Minv bins and
increased up to 0.002 for inclusive jets and 0.006 for di-
jets. Tables of the uncertainty values are presented in
supplemental materials [32].

The underlying event correction modifies the value
of the reconstructed jet energy, thus affecting the ALL

measurement. Another systematic uncertainty was as-
signed to the ALL due to the underlying event correc-
tion as in [10, 11], by calculating the longitudinal double-
spin asymmetry of the spin-dependent average underly-
ing event correction for inclusive jet, AdpT

LL , and dijet,

AdMinv

LL . These underlying event asymmetries were on

average AdpT

LL = 0.0006 ± 0.0009 for inclusive jet, AdMinv

LL

= -0.0006 ± 0.0010 for dijet topology A, -0.0001 ± 0.0007
for dijet topology B, -0.0015 ± 0.0013 for dijet topology
C, and 0.0023 ± 0.0009 for dijet topology D. The system-
atic uncertainties due to this effect were below 0.0003
for inclusive jets and 0.001 for dijets, being the domi-
nant ALL systematic uncertainty at low energy scale, and
dropping to less than 0.0002 at large energy scale values
for both measurements. The parity-violating longitudi-

nal single-spin asymmetries AL (for each of the two col-
liding beams) were consistent with zero within 2.5 stan-
dard deviations. The effect of a residual transverse beam
polarization component was estimated and found to be
negligible.

Figure 3 shows the 2013 inclusive jet ALL (blue) as a
function of the parton jet transverse momentum scaled
by 2/

√
s. The shaded blue boxes represent systematic

uncertainty (width indicates the jet energy resolution),
which is the quadrature sum of the trigger and recon-
struction bias, the underlying event correction, plus the
relative luminosity uncertainty that was estimated to
be 4.7×10−4. The vertical lines correspond to statisti-
cal uncertainties, including consideration of the correla-
tion between two jets when they are found in the same
event. This result is compared with previous STAR re-
sults [2, 10, 11] with all their systematic uncertainties
added in quadrature, and expectations from the latest
global analyses available in [4, 5]. There is good agree-
ment among all measurements and with the global fits.
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FIG. 3. Inclusive jet ALL versus xT , compared to previous
STAR results at

√
s = 200 GeV [2, 11] and 510 GeV [10], and

evaluations from DSSV14 [4] and NNPDFpol1.1 (with its un-
certainty) [5] global analyses. The vertical lines are statistical
uncertainties. The boxes show the size of the estimated sys-
tematic uncertainties. Scale uncertainties from polarization
(not shown) are ±6.5%, ±6.6%, ±6.4% and ±6.1% from 2009
to 2015, respectively.

Figure 4 shows the x1 and x2 distributions using the
reconstructed dijet events from the embedded simulation
for the most asymmetric collisions (topology A) in the
region 12 < Minv < 14 GeV/c2. Figure 4 corresponds
to the lowest momentum fraction values probed in these
studies. The obtained values of x1 and x2 are weighted
by the partonic asymmetry to indicate the region that is
sensitive to the double-helicity measurement. The dijet
triggers were introduced in this analysis specifically to
enhance statistics at low x; sacrificing statistics at low
pT for the inclusive jet measurement, as seen in Fig. 3,
while providing an order of magnitude greater statistics

E. R. Nocera at Transversity 2017 de Florian et al., PRD 100 (2019) 114027 STAR Collaboration, arXiv:2110.11020
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data compared with STAR Monte Carlo simulation in two jet
pT bins (a) 5.0 < pT < 6.2 and (b) 14.1 < pT < 17.3 GeV/c.
In (b) the MB jet yield was too small to measure.

6.205 [14] ‘CDF TuneA’ settings [15]) Monte Carlo simu-
lations passed through geant-based [16] STAR detector
simulation. The simulations are used in determining the
cross section and to assess effects of the trigger bias on
ALL. In the cross section analysis of HT data an ET

threshold of 3.5 GeV was imposed on the BEMC trigger
tower to ensure a uniform trigger efficiency.

The differential inclusive cross sections were deter-
mined separately for the MB and HT data according to

1

2π

d2σ

dηdpT

=
1

2π

Njets

∆η∆pT

1
∫
Ldt

1

c(pT)
, (2)

where Njets denotes the number of jets observed within a
pseudorapidity interval ∆η and a transverse momentum
interval ∆pT at a mean jet pT. The correction factors
c(pT) were determined from simulation, and are defined
as the ratio of the number of jets reconstructed within
a given pT interval in the simulated data to those gen-
erated in the pythia final-state particle record. They
change monotonically for HT events from 0.02 at pT =
8.3 GeV/c to 0.79 at pT = 43 GeV/c, whereas they are a
constant 0.69 for MB events with pT < 12.6 GeV/c. Con-
sistent values were obtained with the herwig [17] gener-
ator. Typically 35%-40% of the jets generated in a given
pT interval were reconstructed in the same interval. Re-
constructed pT was found to be on average ∼20% larger
than generated pT in each reconstructed pT interval, and
the difference is taken into account via c(pT).

The MB differential cross sections extracted from 1.4×
103 jets collected in 2003 and 1.1 × 103 in 2004 are in
good agreement (χ2/ndf = 0.8). A 20% systematic off-
set for all pT was found between the HT differential cross
sections extracted from 43 × 103 and 42 × 103 jets col-
lected in 2003 and 2004. We ascribe this difference to
5% uncertainty (included in the systematic errors below)
in the year-to-year absolute scale of the BEMC calibra-
tion, which was changed by a factor of ∼ 2 between the
two years, and to uncertainty in the modeling of tem-
porary BEMC hardware malfunctions. The calibration
used 20×106 d+Au collision events in 2003 and 50×106

Au+Au events in 2004. The absolute energy scale was
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FIG. 2: (a) Inclusive differential cross section for p+p → jet+
X at

√
s = 200 GeV versus jet pT for a jet cone radius of 0.4.

The symbols show MB (open squares) and HT (filled circles)
data from the years 2003 and 2004 combined. The horizontal
bars indicate the ranges of the pT intervals. The curve shows a
NLO calculation[6]. (b) Comparison of theory and data. The
band indicates the experimental systematic uncertainty. The
upper (lower) dashed line indicates the relative change of the
NLO calculation when it is evaluated at µ = pT/2 (µ = 2pT).

set by matching BEMC energy to TPC track momentum
for well-contained showers from 1.5 < p < 8 GeV/c elec-
trons identified in the TPC. Uncertainties arise in the
electron selection, from residual hadronic contamination,
and from the limited d+Au statistics.

Figure 2(a) shows the arithmetic average of the 2003
and 2004 MB and HT cross sections versus jet pT. The
MB and HT data are in good agreement for overlap-
ping jet pT (χ2/ndf = 1.0), despite the very different
c(pT). The curve shows the NLO pQCD cross section
of Ref. [6] evaluated at equal factorization and renormal-
ization scales, µ ≡ µF = µR = pT, using the CTEQ6M
parton distributions [18]. Figure 2(b) compares data and
theory, showing satisfactory agreement over 7 orders of
magnitude. The theoretical cross section changes by less
than 23% if µ is varied by a factor of two and increases by
1% (13%) at pT of 10 (40)GeV/c if the CTEQ6.1M dis-
tributions are used. The experimental systematic uncer-
tainty amounts to 8% in the normalization with the BBC
and 48% in the measured yield, consisting of 5% due to
residual beam background, 13% on c(pT), and 46% from
a 9% uncertainty on the jet energy scale. The BEMC cal-
ibration and undetected neutral particles dominate in the
latter. No corrections were made for the nonperturbative
redistribution of energy into and out of the jet by the

Phys. Rev. Lett. 97 (2006) 252001

An inclusive jet cross section
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cross section measured by the STAR experiment (points plot-
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parison to theory, as described in the text.

rection was estimated from simulation by taking the ratio
of the particle-level over parton-level di-jet yields. The
ratio ranges from 1.44 at low mass to 1.22 at high mass
and is used as a multiplicative correction to the NLO
predictions.

The systematic uncertainty on both the UEH correc-
tion (double-hatched red band) and the theoretical cross
section itself took into account the uncertainty on the
PDF set used as well as sensitivity to the variation of
the factorization and renormalization scales, which were
altered simultaneously by factors of 0.5 and 2.0. The
factorization and renormalization scales were also var-
ied independently between the limits above, but the re-
sulting deviation was always less than the simultaneous
case. The systematic uncertainty on the UEH correc-
tion ranged between 39% and 7% from low to high mass,
respectively, while the uncertainty on the theory was be-
tween 19% and 43%. The height of the blue hatched band
represents the quadrature sum of the theoretical and
UEH systematics. Note that neither systematic uncer-
tainty is symmetric about its nominal value. Systematic
uncertainties on the extracted cross section are smaller
than the theoretical uncertainties for all mass bins, mean-
ing these data have the potential to improve our under-
standing of UEH effects (at low mass) and unpolarized
PDFs in our kinematic regime.

Sorting the yields by beam spin state enables a de-

termination of the longitudinal double-spin asymmetry
ALL, evaluated as

ALL =

∑

(PY PB) (N++ − rN+−)
∑

(PY PB)
2

(N++ + rN+−)
, (2)

where PY,B are the polarizations of the yellow and blue
beams, N++ and N+− are the di-jet yields from beam
bunches with the same and opposite helicity configura-
tions, respectively, and r is the relative luminosity of
these configurations. The sum is over individual runs,
which ranged from 10 to 60 minutes in length and were
short compared to changes in beam conditions. The fac-
tor r was close to unity on average, varying between 0.8
and 1.2.

As noted previously, the advantage of a correlation
observable over inclusive measurements lies in the for-
mer’s superior ability to constrain initial state kinemat-
ics based on, for example, invariant mass and di-jet topo-
logical configurations. The asymmetry ALL is presented
for two distinct topologies: ‘same-sign’ in which both
jets have either positive or negative pseudorapidity, and
‘opposite-sign’ in which one jet has positive and the other
negative pseudorapidity. The opposite-sign topology se-
lects events arising from relatively symmetric (in x) par-
tonic collisions, whereas same-sign events select more
asymmetric collisions. The most asymmetric, high-pT
collisions are preferentially between a high momentum
(high x and therefore highly polarized) quark and a low
momentum gluon. The control over initial kinematics
achievable with di-jets can be seen in Fig. 3 which
presents the partonic momentum fraction distributions
(weighted by partonic ALL) of the gluons as obtained
from PYTHIA for a sample of detector level di-jets with
19.0 < M < 23.0 GeV/c2, as well as for inclusive jets
with 8.4 < pT < 11.7 GeV/c. The increase in x resolu-
tion achievable with di-jets compared to inclusive jets is
evident from the much narrower di-jet x distributions.
The asymmetric nature of the collisions in the same-
sign events (upper plot) can be seen in the separation of
the high- and low-x distributions, whereas the opposite-
sign events (lower plot) sample an intermediate x range.
Other di-jet mass bin choices sample different gluon x
regions.

Values of ALL extracted from the data via Eq. 2 repre-
sent an admixture of the asymmetries produced from the
three dominant partonic scattering sub-processes: qq, qg,
and gg. The STAR trigger is more efficient for certain
sub-processes [13], altering the sub-process fractions in
the data-set and thereby shifting the measured ALL. Fur-
ther distortions can arise due to systematic shifts caused
by the finite resolution of the detector coupled with a
rapidly falling invariant mass distribution. Corrections
were applied to the raw ALL values to compensate for
these effects. A trigger and reconstruction bias correc-
tion was determined by comparing ALL from simulation
at the detector and parton levels using several polarized

Phys Rev D 95 (2017) 071103

A di-jet cross section

anti-𝑘𝑇 algorithm

Detector effects unfolded

No data-driven UE correction
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Jets at Three Levels

Parton jets
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Figure 6-2: A high-pT back-to-back dijet event at the parton level.
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Figure 6-3: A high-pT back-to-back dijet event at the hadron level.
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Figure 6-4: A high-pT back-to-back dijet event at the detector level. The solid trajec-
tories indicate TPC track measurements while the lego blocks indicate
energy deposited in the BEMC towers.
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Detector Effects Unfolding
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Figure 6-4: A high-pT back-to-back dijet event at the detector level. The solid trajec-
tories indicate TPC track measurements while the lego blocks indicate
energy deposited in the BEMC towers.

Matrix inversion gives the exact result for the maximum likelihood estimator

Statistical fluctuations are regularized by choosing sufficiently large bin sizes

DIS 2022 Dmitry Kalinkin for the STAR Collaboration 7 / 11



Underlying Event Correction

Two off-axis cone regions defined as

(𝜑 − 𝜑jet ± 𝜋/2)2 + (𝜂 − 𝜂jet)2 ≤ 𝑅UE2

with 𝑅UE = 0.5

For each jet calculate a jet area 𝐴 and a

𝑝𝑇-density of constituents 𝜌UE
Correction implemented via a jet 𝑝𝑇 shift:

jet 𝑝𝑇 → jet 𝑝𝑇 − 𝐴 ⋅ 𝜌UE

Applied to data before unfolding and to

simulation in definition of the detector

response

Charged UE measured at STAR:
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FIG. 2. Average charged particle multiplicity densities for To-
ward, Away, and Transverse regions as functions of the lead-
ing jet pT , with charged particle pT>0.2 GeV/c. The wide
curves are PYTHIA 6 (STAR). The middle width curves are
default PYTHIA 6 Perugia 2012 tune. The thin curves are
PYTHIA 8 Monash 2013 tune. The solid curves are the To-
ward region. The sparse dashed curves are the Away region.
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the agreement between data and PYTHIA 6 (STAR)
is reasonable, additional improvements to the tuning
or modeling itself would still be appropriate at RHIC
energies.
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curves are PYTHIA 6 (STAR). The middle width curves are
default PYTHIA 6 Perugia 2012 tune. The thin curves are
PYTHIA 8 Monash 2013 tune.

To allow comparison with results obtained at facilities
with higher collision energies, analyses for particle pT>
0.5 GeV/c were also performed. Figure 3 compares the

fully corrected 〈dNch

dηdφ 〉 in the Transverse region as a func-

tion of the leading jet pT for particle pT>0.2 GeV/c and
pT>0.5 GeV/c. Similar trends are observed for these two
pT cases, with mismatch between data and PYTHIA.

The 〈pT 〉 was measured to further profile the charac-
teristics of the underlying event. Figure 4 shows the
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curves are PYTHIA 8 Monash 2013 tune. Note the three
curves overlap for the Transeverse region calculations.

fully corrected charged particle 〈pT 〉 as a function of
the leading jet pT for the three regions, with particle
pT>0.2 GeV/c. The Transverse region 〈pT 〉 slightly in-
creases as the leading jet pT increases. Both the To-
ward and Away regions show linearly increasing trends.
PYTHIA simulations, shown as curves, provide a better
description of the 〈pT 〉 measurements than the average
multiplicity density.
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Figure 5 shows the fully corrected transverse region
charged particle 〈pT 〉 as a function of the leading jet pT
for pT>0.2 GeV/c and pT>0.5 GeV/c. Similar trends
are observed for these two pT cases.

Figure 6 shows the uncorrected detector-level Trans-
Max and TransMin average charged particle multiplic-
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the agreement between data and PYTHIA 6 (STAR)
is reasonable, additional improvements to the tuning
or modeling itself would still be appropriate at RHIC
energies.
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ward and Away regions show linearly increasing trends.
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description of the 〈pT 〉 measurements than the average
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Figure 5 shows the fully corrected transverse region
charged particle 〈pT 〉 as a function of the leading jet pT
for pT>0.2 GeV/c and pT>0.5 GeV/c. Similar trends
are observed for these two pT cases.

Figure 6 shows the uncorrected detector-level Trans-
Max and TransMin average charged particle multiplic-

Phys Rev D 101 (2020) 052004

A different set of regions defined as
|𝜑 − 𝜑jet ± 𝜋/2| < 𝜋/6
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Inclusive Jet Cross Section at √𝑠 = 200 GeV, Particle Level

STAR Run 2012 Preliminary (stat. uncertainty)

Jet Energy Scale syst. uncertainty for EMC

Unfolding syst. uncertainty (simulation statistics)

NLO pQCD ⊗ CT14nlo (µ = pmax
T ) × fhad.

Pythia 6.4.28 @ Perugia 2012, PARP(90)= 0.213

pp at
√

s = 200 GeV, |η| < 0.8, anti-kT, R = 0.6

10% luminosity uncertainty not shown
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Preliminary result

0.067 < 𝑥𝑇 = 2𝑝𝑇
√𝑠

< 0.5

Jet Energy Scale uncertainty from

the EM calorimeter response

– leading inherent

uncertainty

Simulation sample statistics limits

unfolding in finer binning

– to be improved for final

results

Final result will feature

12 𝑝𝑇-bins and 2 𝜂-bins
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Inclusive Jet Cross Section at √𝑠 = 510 GeV, Particle Level

Preliminary result

0.021 < 𝑥𝑇 = 2𝑝𝑇
√𝑠

< 0.32

Different triggers:

JP0: 𝐸 ≥ 5.4 GeV

JP1: 𝐸 ≥ 7.3 GeV

JP2: 𝐸 ≥ 14.4 GeV

Measured in two 𝜂-ranges:
0 < |𝜂| < 0.5 0.5 < |𝜂| < 0.9
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Conclusions

Jet measurements in 𝑝𝑝 collisions at STAR are extended to the

unpolarized case at both available energies √𝑠 = 200 GeV and 510 GeV

Inclusive jet measurements at RHIC will allow to better constrain

high-𝑥 behaviour of the gluon PDF

…and serve as a normalization for other measurements like

measurement of hadron fragmentation inside jets

(
𝑑2𝜎

𝑑𝑝𝑇;jet𝑑𝑧ℎ
) / (

𝑑𝜎
𝑑𝑝𝑇;jet

)

Measurements at two values of √𝑠, at 200 GeV and 510 GeV, provide

insights into energy dependence of various MC tune parameters
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