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QCD collinear factorization

2

✦ QCD collinear factorization ensures universal separation of long-distance and short-distance contributions 
in high energy scatterings involving initial state hadrons, and enables predictions on cross sections
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:

same PDFs can be used to predict pp 
collisions

LHC

TEVATRON

HERA
Fixed 
target

DGLAP

scale M2 ⇔ Q2

γ/Z, W±
Q2

x
PDF

e±, νe

σ
E1

E2

x1

x2

PDF

PDF

Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved
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strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

hadron-hadron collision
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F2(x,Q
2) =

∑
i=q,q̄,g

∫ 1

0

dξCi
2(x/ξ, Q

2/µ2
r, µf

2/µ2
r,αs(µ

2
r))

×fi/h(ξ, µf ) (4)

σ = σ̂ ⊗ f1 ⊗ f2 (5)

In the meta PDF or the original Hessian PDF frameworks, there exist adidtional freedoms which we
can apply additional orthogonal rotations for the eigenvector basis, which will not change the final physical results,
including the total PDF uncertainties or PDF induced correlations, for the idea linear case. In the following example,
we illustrate how to use the rediagonalization technic to simplify the analysis of theoretical predictions for the Higgs
boson production. To be specific we use the rediagonalization to fix the first two eigenvectors on the plane spanned
by the two gradients of the inclusive cross sections of the Higgs boson production through gluon fusion at the LHC 8
and 14 TeV.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.

[Collins, Soper, Sterman, 1989]

❖ coefficient functions, hard scattering; infrared (IR) safe, 
calculable in pQCD, independent of the hadron 

❖ PDFs, reveal inner structure of hadrons; non-perturbative 
(NP) origin, universality, e.g. DIS vs. pp collisions 

❖ factorization scale μf  

❖ runnings of fi/h with μf  are governed by the DGLAP 
equation   

choose μf = μr = Q, thus Q dependence (scaling violation) of F2 are 
mostly from PDFs and thus are predicted by the DGLAP evolution 



Global analysis of PDFs

3

✦ PDFs are usually extracted from global analysis on variety of data, e.g., DIS, Drell-Yan, jets and top quark 
productions at fixed-target and collider experiments, with increasing weight from LHC, together with SM 
QCD parameters  
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parameter variations

αS(Mz)

nuclear corrections

EW parameters

New Physics

Mc, Mb, Mt

QCD/EW corrections

❖ diversity of the analysed data are important to ensure flavor separation and to avoid theoretical/experimental bias; 
possible extensions to include EW parameters and possible new physics for a self-consistent determination  

❖ alternative approach from lattice QCD simulations, for various PDF moments or PDFs directly calculated in x-space 
with large momentum effective theory or pseudo-PDFs

[see 1709.04922, 1905.06957 for recent review articles]

[2004.03543]
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W boson mass measurement

4

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 

103A. V. Kotwal, SJTU & TDLI Colloquium, 4/12/22

W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9

PDF  
[JHEP 2022, 36 (2022)]  

[CDF 2022]
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These
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section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only

18

[ATLAS 2018]

PDF unc. of CDF / ATLAS / LHCb: 3.9 / 8 / 9 MeV

W boson rapidity distribution W boson mass from different experiments[1203.1290]



W boson mass measurement

5

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 

Analyzing of W mass data with most up-to-date PDFs will be highly desirable 

mean transverse mass (68% C.L.)

spread of predictions from different PDFs can be much larger than the PDF unc. of a single 
set; even for the same group the PDF unc. not necessarily decrease with time

[CT, 2022]
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6A:X 9X h?2 /Bbi`B#miBQMb Q7 MT - p!T �M/ pνT BM i?2 pp̄ → W → !ν T`Q/m+iBQM �i *.6 _mM AA√
s = 1.96 h2o- +QMp2`i2/ 7`QK i?2 2p2Mib K2�bm`2K2Mi (R)X

i?2 W #QbQM pT bT2+i`mK- QMHv S.6 mM+2`i�BMiB2b QM i?2 `�iBQ Q7 i?2 W �M/ Z #QbQM pT
bT2+i`mK �`2 +QMbB/2`2/ +QM+2`MBM; i?2 pT KQ/2HBM; mMHBF2 i?2 `�TB/Biv /Bbi`B#miBQM Q7 i?2
W #QbQMX q2 rBHH 7Q+mb QM i?2 T`2/B+iBQMb �i LGP bi�`BM; 7`QK MQr QMX q2 }M/ i?�i
i?2 S.6 mM+2`i�BMiv Q7 LLS.6jXR i2M/b iQ #2 bBKBH�` BM bBx2 +QKT�`BM; iQ i?2 BKT�+i Q7
p�`vBM; MW #v Ry J2o- �M/ i?2 S.6 p�`B�iBQMb Q7 *hR3 �M/ JJ>hkyR9 T`272` � ?�`/2`
bT2+i`mK r?B+? �`2 rBi?BM i?2 mM+2`i�BMiv Q7 LLS.6jXR i?�i �`2 BM [m�HBi�iBp2 �;`22K2Mi
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Q7 LLS.69Xy �`2 QM i?2 QTTQbBi2 bB/2 �M/ �`2 +HQb2 iQ i?2 #QmM/�`v Q7 i?2 mM+2`i�BMiv Q7
LLS.6jXRX

W/Z fiducial cross sections at Tevatron (95% C.L.)
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Major analysis groups

6

✦ PDFs provided by several major analysis groups (CT, MSHT, NNPDF, ABM, HERAPDF, ATLASpdf, CJ, 
JAM…) using slightly different heavy-quark schemes, selections of data, and methodologies  

NNLO 7&8TeV data 13 TeV data

ABMP16

2017

CT14

2015

CT18

MMHT14

2014

MSHT20

NN3.0 NN3.1NN2.3

2012

ABM11

CT10

2013

ABM12

CT10

2010

NN2.1

MSTW08

2009

ABKM09

MRST04

20042002

CTEQ6

MRST02

2008

CTEQ6.6

NNPDF1.0

1991

CTEQ1

MRS

1994

NNPDF4.0

HERA LHC Run 1 (30 fb-1) LHC Run 2 (150 fb-1)Tevatron

2020

Run 3 + HL-LHC

2021

HERA2.0 ATLASpdf21Collider only

must have as many independent analyses as possible to have a faithful determination of PDFs and their uncertainties; 
state of the art PDFs are extracted at NNLO in QCD and with numerous LHC data 

 

Color Codes:



CTEQ-TEA PDFs

7

✦ CT18 PDFs show moderate reductions of PDF uncertainties due to new LHC data sets, and agree with 
previous CT14 within uncertainties; alternative fits CT18Z/A/X for evaluation of certain systematic effects       

❖ CT18 vs CT14: gluon unc. reduced 
everywhere (jets, Z pT, top); d-quark 
unc. reduced at x~0.2 (LHCb W/Z); 
s-quark almost unchanged   

❖ ATLAS 7 TeV W/Z data are not 
included in CT18 fit but in CT18A; 
CT18X uses a x-dependent scale in 
DIS to mimic small-x resummations  

❖ CT18Z includes both variations, 
differences wrt. CT18 are most 
significant in s-quark and gluon/sea-
quarks    
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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CT14HERAII NNLO (gray short-dashed) ensembles at Q = 1.4 or 100 GeV.

• The ATLAS 7 TeV data on W and Z rapidity distributions (Exp. ID=248), included only in CT18A and Z, have
the largest influence on the PDFs, as discussed in App. A. The directions of their pulls are similar to LHCb.

• The LHC data on tt̄ double di↵erential cross sections also appears to favor a softer gluon at large x, but the pull
is not statistically significant, i.e., much weaker than that of the inclusive jet data with its much larger number
of data points.

These constraints are further explored in depth in Sec. VA using a combination of statistical techniques.

B. The global fits for ↵s and mc

Determination of the QCD coupling. Following the long-established practice [28], in the canonical PDF sets
such as CT18, the value of ↵s(MZ) is set to the world average of ↵s(MZ)=0.118 [27]; alternate PDFs are produced for
a range of fixed ↵s(MZ) above and below that central value (i.e., an “↵s series”) to evaluate the combined PDF+↵s

uncertainty. In Ref. [28], we show how to evaluate the combined PDF + ↵s uncertainty in the global fit. As shown,
variations in ↵s generally induce compensating adjustments in the preferred PDF parameters (correlation) to preserve
agreement with those experimental data sets that simultaneously constrain ↵s and the PDFs. At the same time, it
is possible to define an “↵s uncertainty” that quantifies all correlation e↵ects. As the global QCD data set grows in
size, more experiments introduce sensitivity to ↵s(MZ) either through radiative contributions to hard cross sections
or through scaling violations, especially over a broad range of physical scales, Q.

Perhaps the best way to examine the sensitivity of each experiment, and of the global ensemble of experiments, is
to examine the variations of their �2 as the value of ↵s(MZ) is varied. Such scans over ↵s(MZ) for CT18 NNLO and
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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central CT18 NNLO PDFs.
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MSHT PDFs

8

✦ MSHT20 (Mass Scheme Hessian Tolerance) PDFs adopt an extended parametrization form, as comparing 
to MMHT14, to accomodate for newly included LHC precision data

❖ central of gluon PDF remains mostly 
unchanged except for a suppression 
at x>0.2; moderate reduction on 
gluon uncertainty 

❖ enhancement of s-quark at 
intermediate x region and large 
reduction on uncertainty, due to 
LHC 7 TeV W/Z data and update of 
dimuon theory calculations   

❖ new parametrization allows a 
change of d-valence shape to better 
fit LHC W/Z data, and also large 
uncertainties of isospin asymmetry 
in small-x region

[MSHT20, 2012.04684]
Figure 2.4. The MSHT20 gluon (top left), strange quark sum (top right), down valence (bottom left) and d̄ � ū

(bottom right) compared to MMHT14.

advocated for 8 TeV ATLAS inclusive jet data [116], is used.
MSHT20 goes from 25 eigenvector pairs to 32 - there is one extra parameter for each PDF and two for

s + s̄. The mean tolerance is T ⇠ 3 � 4. About half the constraints are primarily provided by precision
electroweak collider data, largely D0 W asymmetry, 7 TeV and 8 TeV ATLAS W, Z and CMS W data. 8-10
eigenvectors are mainly constrained by the E866 Drell-Yan ratio which is vital for the d̄/ū constraint, ⇠ 10
eigenvectors are constrained by fixed target DIS data (i.e. BCDMS, NMC, NuTeV, CCFR) and these data
sets still mainly constrain high-x quarks, ⇠ 10 eigenvectors are constrained by CCFR, NuTeV dimuon data,
i.e. this is still the main constraint on the strange quark and its asymmetry. Hence, a fully global fit is found
to be necessary for a full constraint on all PDFs without use of assumptions and/or models. HERA data
provides good constraints on the widest variety of PDF parameters, mainly the gluon and light sea, but now
it is very rarely the best. However the HERA data are a very strong constraint on the best fit PDFs, and
central values and uncertainties at small x are still strongly constrained by HERA data.

We compare the new MSHT20 PDFs compared to those of MMHT14. First we show the gluon distribu-
tion, Fig. 2.4 (top left), where there is no significant change in the central value, though the uncertainty is
reduced. The details in shape at high x depend on the LHC jet, Z pT and differential tt̄ data. The Z pT data
pull the gluon up and differential tt̄ data pulls the gluon down, each also affecting the lower x normalisation
via the momentum sum rule. Not all jet data pull in the same direction though the total effect is slightly
downwards. More significant changes in the PDFs include an increase in the strange quark below x = 0.1,
Fig. 2.4 (top right), due to ATLAS 7, 8 TeV W and Z data which influence PDFs similarly. There is also
a significant change in the shape in valence quarks, most notably dV , due to LHC data on W, Z and the
improved parameterisation flexibility, Fig. 2.4 (bottom left). The strange asymmetry is similar to MMHT14,
but now is non-zero outside uncertainties. There is also a change in the details of light antiquarks at high-x
where constraints are weak, and a slight decrease at low x due to compensation for the increase in the strange
quark. The details of the ū, d̄ difference, shown in Fig. 2.4 (bottom right) are completely changed due to
the new type of parameterisation. There is a huge increase in uncertainty at small x, and a slight tendency
for negative d̄ � ū. However, a different impression is formed by considering d̄/ū which has small low-x
uncertainty and notably the ratio ! 1 as x ! 0 to a good accuracy even without this being a constraint.
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NNPDFs

9

✦ NNPDF4.0 PDFs improves previous NNPDF3.1 with a major update on methodologies and a dedicated 
global survey and selection of available LHC data

❖ changes on parametrization and NN 
architecture, optimization algorithm; 
additional positivity and integrability 
constraints and  post-fit selections 

❖ central PDF of NNPDF4.0 is generally 
consistent with NNPDF3.1 except for 
a notable decrease of gluon PDF at 
x~0.1 and moderate increase of 
strangeness 

❖ NNPDF4.0 shows PDF uncertainty of 
~1-2% at data constrained region, 
largely reduced comparing to 
NNPDF3.1 

[NNPDF4.0, 2109.02653]

Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.

48

d-quark

Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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ATLAS PDFs

10

✦ ATLAS releases the most recent 2021 PDFs based on a NNLO analysis of HERA combined data and a 
variety of ATLAS data from 7, 8 to 13 TeV and with several new features explored

Table 4: j2 contributions for the all data sets entering the PDF fit. The partial j2 for the individual data sets are
given with respect to the number of data points (NDP). They represent the addition of terms 1 and 2 in Eq. (1). The
correlated terms (term 3) are shown separated into groups with common systematic correlations. The total value of
the correlated term for these groups is also split into the additon of the separate contributions in the order in which
they are given in the table.

Total j2/NDF 2010/1620

HERA j
2/NDP 1112/1016

HERA correlated term 50
ATLAS , , / 7 TeVj

2/NDP 68/55
ATLAS //W⇤ 8 TeVj

2/NDP 208/184
ATLAS , 8 TeVj

2/NDP 31/22
ATLAS , and //W⇤ 7 and 8 TeV
correlated term 71 = (38 + 33)
ATLAS direct W 13/8 TeVj

2/NDP 27/47
ATLAS direct W 13/8 TeV
correlated term 6
ATLAS ++ jets 8 TeVj

2/NDP 105/93
ATLAS CC̄ 8 TeVj

2/NDP 13/20
ATLAS CC̄ 13 TeVj

2/NDP 25/29
ATLAS inclusive jets 8 TeVj

2/NDF 207/171
ATLAS ++ jets 8 TeV and
CC̄ + jets 8,13 TeV and
' = 0.6 inclusive jets 8 TeV correlated term 87 = (16 + 9 + 21 + 41)

5 Results

In this section the ATLASpdf21 PDF set is presented. The impact of variations of the central choice of fit
settings and parameterisation is discussed in Section 5.3. Table 4 gives the total j2 per degree of freedom,
j

2/NDF, of the fit using all data sets and the j
2 per data point, partial j2/NDP for NDP data points, of

each data set. The correlated terms (term 3) are shown separated into groups with common systematic
correlations. In order to evaluate the separate contributions of the data sets to this correlated term, the fit is
run with its final parameters fixed for each data set separately. These values follow the total correlated
terms in brackets, in order of their appearance in the table. The quality of the fit to the HERA data is
j

2/NDP = 1.14, comparable to that of HERAPDF2.0, so that there is no tension between the ATLAS data
and HERA data. The quality of the fit to the ATLAS , , / data is j

2/NDP = 1.44, and to the ATLAS
++ jets, CC̄ and inclusive jet data it is j

2/NDP = 1.40. The quality of fit to the ATLAS direct photon data
is j

2/NDP = 0.7. These j
2 values are comparable to those obtained by the global PDF fits for similar

data sets, but indicate a need to consider the appropriate j
2 tolerance of the fit. Both of these points are

discussed further in Section 6.
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[ATLAS,2112.11266]Data sets included and χ2

full uncertainty consists of experimental, 
theoretical, model, and parametrization 
uncertainties; evaluated either using Δχ2=1 or 
Δχ2=9 (a global tolerance of T=3)   
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Figure 20: ATLASpdf21 fits comparing the full uncertainties (experimental, model, parameterisation) for tolerance
values ) = 1 and ) = 3. Top left: GDE . Top right: G3E . Middle left: GD̄. Middle right: G3̄. Bottom left: GB̄. Bottom
right: G6.
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ATLAS PDFs

11

✦ ATLAS releases the most recent 2021 PDFs based on a NNLO analysis of HERA combined data and a 
variety of ATLAS data from 7, 8 to 13 TeV and with several new features explored
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Figure 3: Ratios of ATLASpdf21 PDFs extracted from a fit including correlations of systematic uncertainties between
data sets to those extracted from a fit in which only the luminosity uncertainties for each centre-of-mass energy are
correlated between data sets, at scale &2 = 10 000 GeV2. Only experimental uncertainties are shown, evaluated with
tolerance ) = 1. Top left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄.
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Figure 26: ATLASpdf21, showing the ratios of a fit not including theoretical scale uncertainties in the inclusive , , /

data to the central fit which does include these uncertainties, at the scale &
2 = 10 000 GeV2. Both fits are shown

with just experimental uncertainties, evaluated with tolerance ) = 1. Top left: GDE . Top right: G3E . Middle left: GD̄.
Middle right: G3̄. Bottom left: GB. Bottom right: G6.
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Figure 8: ATLASpdf21 PDFs compared with those from a fit not including ++ jets data. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Top left: G3̄. Top right: GB̄. Bottom left: 'B . Bottom right:
G(3̄ � D̄).
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Figure 8: ATLASpdf21 PDFs compared with those from a fit not including ++ jets data. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Top left: G3̄. Top right: GB̄. Bottom left: 'B . Bottom right:
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Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.
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Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.
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❖ consistent pull from 7, 8 TeV 
inclusive W/Z data on 
strangeness to light-sea ratio Rs 

❖ W/Z+jet data stabilize sea-
quarks at large-x close to 
preferences from fixed-target 
experiments 

❖ impact of correlation of 
experimental uncertainties 
across different data sets, and 
of scale variations are 
investigated 
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✦ Many ongoing efforts on comparisons and understanding of differences of up-to-date PDFs, in order to 
have a faithful determination of PDFs and its uncertainties      7
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 3. Comparison of the symmetrized PDF uncertainties at Q = 100 GeV for the gluon g, singlet ⌃, total strangeness
s
+ = s + s̄, total charm c

+ = c + c̄, up valence u
V and down valence d

V PDFs. The PDF sets shown are the N2LO sets of
NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118 and ATLASpdf21.

where ⌧ = m2

X/s and a conventional choice µ2

F = m2

X . We have summed over flavors in combinations

Lqq̄ =
X

i

Lqiq̄i , Lqq =
X

i

(Lqiqi + Lq̄iq̄i), Lgq =
X

i

(Lgqi + Lgq̄i). (2)

The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable
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FIG. 3. Comparison of the symmetrized PDF uncertainties at Q = 100 GeV for the gluon g, singlet ⌃, total strangeness
s
+ = s + s̄, total charm c

+ = c + c̄, up valence u
V and down valence d

V PDFs. The PDF sets shown are the N2LO sets of
NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118 and ATLASpdf21.

where ⌧ = m2

X/s and a conventional choice µ2

F = m2

X . We have summed over flavors in combinations

Lqq̄ =
X

i

Lqiq̄i , Lqq =
X

i

(Lqiqi + Lq̄iq̄i), Lgq =
X

i

(Lgqi + Lgq̄i). (2)

The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable

gluon

singlet

❖ general agreement between different 
groups (NN4.0, CT18, MSHT20, 
ABMP16, ATLAS21) over the range of 
x in 10-4  to ︎ 10-1 within uncertainties  

❖ gluon: notable differences at x~0.2, 
with 2σ for NN vs. CT&MSHT; 
singlet: ATLASpdf deviate at x<10-4 

due to Q2>10 GeV2 applied on HERA 
data, and at x>0.2 due to lack of 
fixed-target data   

❖ NN and ABMP show uncertainty of 
~1-2% in constrained region mostly 
due to methodologies; CT18 being 
conservative among all fits; ATLAS 
unc. blow up in unconstrained region   
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✦ Spread of PDFs from different groups propagates into the parton-parton luminosity or cross sections at the 
LHC 14 TeV and some cases enlarged due to (anti-)correlations between different x-regions/flavors
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FIG. 4. Comparison, as a function of the invariant mass mX , of the parton luminosities at
p
s = 14 TeV, computed using

N2LO NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central
value and the relative 1� uncertainty are shown for each parton combination.

agreement within 2� over the full mass range. For the gluon sector luminosities (gluon-gluon and gluon-quark),
however, further di↵erences are seen at large mass. Specifically, in the high-mass region, mX ⇠ 1 TeV the gluon-
gluon and gluon-quark luminosities for NNPDF4.0 are rather smaller than MSHT20, CT18 and ATLASpdf21 while
larger than ABMP16. These di↵erences are possibly a consequence of both methodology and di↵erences in data
included, for example NNPDF4.0 include some data which are sensitive to the high-x gluon that are not used by
other groups, such as the di-jet cross-sections at 7 TeV and the tt̄ di↵erential distributions from the LHC Run II.
Nonetheless there are additional di↵erences in this region in data inclusion and treatment, discussed in Sect. X. As
for the luminosity uncertainties, NNPDF4.0 generally displays the smallest uncertainty in the luminosities, although
there are exceptions, with ABMP16 smaller in some regions (such as the gluon-gluon luminosity for low invariant
mass). These reflect the uncertainties seen in Fig. 3 where this general pattern also exists, nonetheless all groups,
bar ATLASpdf21, show the smallest uncertainties for at least a portion of the x range across at least one PDF. The
di↵erences observed reflect methodological and other di↵erences in approach and are the subject of further studies.

To conclude this section, we assess how the di↵erences at the level of PDFs and parton luminosities displayed in
Figs. 2-4 translate into di↵erences in theoretical predictions for LHC cross-sections. These are displayed in Fig. 5, where
we present a comparison of the 2� ellipses for pairs of inclusive cross sections among W±, Z, tt̄, H, tt̄H production
at the LHC at

p
s = 14 TeV. The W±/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [38], while

others correspond to the full phase space. The recent PDF4LHC21 combined PDF set [24], described in Section X, and
the previous PDF4LHC15 combination [16] are also included in the plots and compared to the 2� ellipses obtained
from the PDF sets displayed in Figs. 2-4, with the PDF uncertainties rescaled to the 2� prescription. There is a
general agreement between the correlated predictions, with ATLASpdf21 predictions displaying larger uncertainties
compared to the other sets and touching the PDF4LHC21 2� boundaries for the tt̄ and Z ellipses and ABMP16 giving
lower predictions for H and tt̄H cross sections. Generally, NNPDF4.0 predictions are at the boundary of the MSHT20

q-qbar luminosity
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FIG. 4. Comparison, as a function of the invariant mass mX , of the parton luminosities at
p
s = 14 TeV, computed using

N2LO NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central
value and the relative 1� uncertainty are shown for each parton combination.

agreement within 2� over the full mass range. For the gluon sector luminosities (gluon-gluon and gluon-quark),
however, further di↵erences are seen at large mass. Specifically, in the high-mass region, mX ⇠ 1 TeV the gluon-
gluon and gluon-quark luminosities for NNPDF4.0 are rather smaller than MSHT20, CT18 and ATLASpdf21 while
larger than ABMP16. These di↵erences are possibly a consequence of both methodology and di↵erences in data
included, for example NNPDF4.0 include some data which are sensitive to the high-x gluon that are not used by
other groups, such as the di-jet cross-sections at 7 TeV and the tt̄ di↵erential distributions from the LHC Run II.
Nonetheless there are additional di↵erences in this region in data inclusion and treatment, discussed in Sect. X. As
for the luminosity uncertainties, NNPDF4.0 generally displays the smallest uncertainty in the luminosities, although
there are exceptions, with ABMP16 smaller in some regions (such as the gluon-gluon luminosity for low invariant
mass). These reflect the uncertainties seen in Fig. 3 where this general pattern also exists, nonetheless all groups,
bar ATLASpdf21, show the smallest uncertainties for at least a portion of the x range across at least one PDF. The
di↵erences observed reflect methodological and other di↵erences in approach and are the subject of further studies.

To conclude this section, we assess how the di↵erences at the level of PDFs and parton luminosities displayed in
Figs. 2-4 translate into di↵erences in theoretical predictions for LHC cross-sections. These are displayed in Fig. 5, where
we present a comparison of the 2� ellipses for pairs of inclusive cross sections among W±, Z, tt̄, H, tt̄H production
at the LHC at

p
s = 14 TeV. The W±/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [38], while

others correspond to the full phase space. The recent PDF4LHC21 combined PDF set [24], described in Section X, and
the previous PDF4LHC15 combination [16] are also included in the plots and compared to the 2� ellipses obtained
from the PDF sets displayed in Figs. 2-4, with the PDF uncertainties rescaled to the 2� prescription. There is a
general agreement between the correlated predictions, with ATLASpdf21 predictions displaying larger uncertainties
compared to the other sets and touching the PDF4LHC21 2� boundaries for the tt̄ and Z ellipses and ABMP16 giving
lower predictions for H and tt̄H cross sections. Generally, NNPDF4.0 predictions are at the boundary of the MSHT20

g-g luminosity

Z vs. W cross sections

2σ

ggH vs. ttbar cross sections
❖ g-g luminosity shows a spread of 

more than 20% in the multi-TeVs 
region; q-qbar luminosity agrees 
better in general except at a mass 
around 300 GeV 

❖ 2σ error ellipse shown for cross 
sections of standard candle 
processes; NNPDF4.0 shows an 
uncertainty of less than 1.0% while 
CT18 2σ ellipse seems to cover most 
groups 

[Snowmass 2021, 2203.13923]

[note the cross section plots have 
been corrected in 2203.13923, 
and updated here]
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Figure 4.1. Comparison of the PDF4LHC21 combination (composed of Nrep = 900 replicas) with the three constitu-
ent sets at Q = 100 GeV, normalised to the central value of the former and with their respective 68%CL uncertainty
bands. In the case of the Hessian sets (CT180 and MSHT20) we display their Monte Carlo representation composed of
Nrep = 300 replicas generated according to Eq. (4.3). The NNPDF3.10 band is also constituted by Nrep = 300 (native)
replicas.

between the three input sets presented in Sect. 2.4, and the generic properties of the PDF4LHC combination
prescription. The PDF4LHC21 combination overlaps with the three constituent sets at the 68% CL, implying
that there is no region where the PDF error bands of the combination and of the individual sets do not touch.
In terms of the relative PDF uncertainties, one does observe how the relation between those of PDF4LHC21
and those of the input sets depends on both the flavour and on the range of x. We recall that, by construction,
the uncertainties of the PDF4LHC21 set are expected to be bracketed by those of the constituents sets in
the cases where there is good overall consistency (since then one is applying effectively an average of the

30
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Figure 5.2. The 1� ellipses for pairs of inclusive cross sections among W
±

, Z, tt̄, H, tt̄H production at the LHC
at

p
s = 14 TeV. The W

±
/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [174], while others

correspond to the full phase space. See text for details of the theory calculations.

5.2 Differential distributions

Following this discussion focused on predictions at the inclusive cross-section level, we move now to consider
the case of differential distributions. Fig. 5.4 displays a similar comparison as in Fig. 5.1 now at the level of
differential distributions, where the calculational settings and selection cuts adopted are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces the fiducial cross-sections
reported there. For each process in Fig. 5.4, the top panels display the relative percentage PDF uncertainty
(normalised to the corresponding central value), while the bottom panels show the pull of the central values
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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PDF4LHC recommendations
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✦ The PDF4LHC group performs extensive benchmarks on methodologies of several groups, and presents 
the PDF4LHC21 PDFs, an effective combination of CT18’, MSHT20 and NNPDF3.1’, for LHC Run3 usage   

[PDF4LHC21, 2203.05506]

gluon PDFs

distributions

Z vs. W cross sections

❖ CT18’ differs slightly from CT18 by 
using mc=1.4 GeV; NNPDF3.1’ 
differs from 3.1 by including 
additional jet and top-quark data   

❖ PDF4LHC21 PDFs are presented 
in the form of either a MC set of 
100 replica PDFs or a Hessian set 
of 40 PDFs  

❖ PDF unc. at the level of 2~3% for 
the inclusive cross section and 
5~10% for distribution at multi-
TeVs region  



Figure 16: The quality of the fit versus the quark mass mc at NNLO with ↵S(M2

Z
) = 0.118 for (left)

the reduced cross section for charm and bottom production �̃cc̄(bb̄) for the combined H1 and ZEUS data
and (right) the full global fit.

Figure 17: The quality of the fit versus the quark mass mc at NNLO with ↵S(M2

Z
) = 0.118 for (left)

the total reduced cross section �̃ for the combined H1 and ZEUS NC e� 460 GeV data and (right) NC e+

920 GeV data.

as to make very low values of mc strongly disfavoured, in contrast to MMHT14. The variation

in the fit quality to the global data set is quite similar this time, with a preference for values

near to mc = 1.35 GeV. Compared to NLO there is little constraint coming from the inclusive

HERA cross section data, shown in Fig. 17. However, there is still a distinct preference for a

low value of the mass from NMC structure function data shown in Fig. 18, where again the

data for x ⇠ 0.01 and Q2
⇠ 4 GeV2 are sensitive to the turn-on of the charm contribution

to the structure function and prefer a lower value giving quicker evolution. At NNLO there is

also a more clear similar e↵ect for NuTeV F2(x,Q2) data in Fig. 19 (left). The ATLAS 7 TeV

W,Z data again distinctly prefer a high value of mc, see Fig. 19 (right). At NLO the fit to

these data is so poor that it is di�cult to attach as much importance to this result, but at

NNLO it is more significant. The larger charm mass means suppression of the charm quark

distribution. The charm quark (and antiquark) make more contribution to W production at
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FIG. 71: Analogously to Fig. 15, the scan over values of the charm pole mass, mc, computed here using CT18Z
NNLO following the procedure described in Sec. IVB.
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✦ From global analysis of PDF one can also extract QCD parameters including strong coupling at NNLO 
with compatible precision, and the heavy-quark pole masses

Figure 1: The left and right plots show total �2 as a function of the value of the parameter ↵S(M2

Z
) for

the NLO (left) and NNLO (right) MSHT20 fits, respectively.

more detail. At both NLO and NNLO we allow the value of ↵S(M2

Z
) to vary as a free parameter

in the global fit. The best values are found to be

↵S,NLO(M
2

Z
) = 0.1203 (1)

↵S,NNLO(M
2

Z
) = 0.1174 . (2)

The corresponding total �2 profiles versus ↵S(M2

Z
) are shown in Fig. 1. The points indicate

the fits performed with di↵erent fixed ↵S(M2

Z
) values whilst the line represents a quadratic fit.

These plots indeed clearly show the reduction in the optimum value of ↵S(M2

Z
) as we go from

the NLO to the NNLO analysis. It is also clear that the global �2 shows a very good quadratic

behaviour as a function of ↵S(M2

Z
), even for the extreme ↵S(M2

Z
) values taken well away from

the best fits. We also provide in Table 1 the ��2 values as one moves away from the best fit

values of ↵S(M2

Z
) of 0.1203 at NLO or 0.1174 at NNLO. In the next section we show how the

individual data sets contribute to produce this �2 profile versus ↵S(M2

Z
), and also determine

the uncertainty on ↵S(M2

Z
).

It is a matter of debate whether one should actually extract the value of ↵S(M2

Z
) from PDF

global fits or simply use a fixed value, i.e. the world average value [3]. Our opinion has always

been that a very accurate and precise value of the coupling can be obtained from PDF fits,

and hence we have traditionally performed fits in order to determine this parameter and its

uncertainty. Indeed the extracted value of ↵S(M2

Z
) in the NNLO MSHT analyses continues the

trend of our extraction of being close to the world average of ↵S(M2

Z
) = 0.1179± 0.001 [3], and

as in previous studies our NLO value is a little higher, a result frequently seen in extractions

of ↵S(M2

Z
). Hence, the result from our PDF fit is entirely consistent with the independent

determinations of the coupling. We also note that the quality of the global fit to the data

increases by only 2.7 units in �2 at NNLO when we move away from our absolute best-fit

value to the default of ↵S(M2

Z
) = 0.118, and so our default PDFs give an extremely good

representation of our PDFs at the best fit value of ↵S(M2

Z
). Hence, since for the use of PDF

4

for mt = 163.7 GeV, an unrealistically low pole mass value, and as ↵S(M2

Z
) decreases mt has

to decrease further in order to try to maintain the fit quality. It was noted in [1] that at NLO

a number of data sets were simply fit poorly, and the tt̄ total cross section is one of these,

with large NNLO corrections missing from the cross section calculation. Hence, we do not use

the constraint from this data set as our lower limit of ↵S(M2

Z
). The next strongest constraint

in the downwards direction is �↵S(M2

Z
) = �0.0017 from LHCb 7 and 8 TeV W,Z data, and

we take this value as our lower limit. An almost identical constraint is provided by SLAC

deuterium structure function data. In the upwards direction the strongest constraint is again

from BCDMS proton structure function data with an uncertainty of �↵S(M2

Z
) = +0.0013.

The next strongest constraint is nominally from the CMS 8 TeV tt̄ single di↵erential data with

�↵S(M2

Z
) = +0.0014. However, given the fixed value of mt in the cross section used we would

not include this constraint in any case; we note that there is a detailed study of the constraints

on both ↵S(M2

Z
) and mt in [20]. Constraints of �↵S(M2

Z
) ⇡ +0.0018,+0.0019,+0.0021 are set

by the following LHC data sets respectively: ATLAS 8 TeV Z pT distribution, ATLAS 7 TeV

inclusive jets, and the CMS 7 TeV inclusive jets, although in the latter case the profile indicates

a potential lack of quadratic behaviour. As at NNLO, the SLAC proton structure function data

also provides an upper bound, this time of �↵S(M2

Z
) = +0.0023.

The uncertainties in the upwards and downwards directions are slightly asymmetric, but

for simplicity we chose to symmetrise these. Hence at NLO and NNLO we average the two

uncertainties (obtained without the �tt̄ constraint). We obtain

↵S,NLO(M
2

Z
) = 0.1203± 0.0015 (3)

↵S,NNLO(M
2

Z
) = 0.1174± 0.0013. (4)

This corresponds to �NLO�2

global
= 19 and �NNLO�2

global
= 17. These are the sort of tolerance

values typical of the PDF eigenvectors, though a little towards the higher end.

The NNLO value of ↵S(M2

Z
) is well within 1� of the world average of 0.1179± 0.001, while

the NLO value is consistent within 2�. This is not surprising as most determinations of ↵S(M2

Z
)

in the world average are obtained at NNLO, so it is e↵ectively a NNLO value, which is lower

than an NLO value would be. Hence, we present the values in eqs. (3) and (4) as independent

measurements of ↵S(M2

Z
), but acknowledge that at NNLO, taking both this determination and

the world average into account then a round value of ↵S(M2

Z
) = 0.118 is an appropriate one at

which to present the PDFs. At NLO we would recommend the use of ↵S(M2

Z
) = 0.120 as the

preferred value for the PDFs, but have also made eigenvector sets available at ↵S(M2

Z
) = 0.118.

2.3 The PDF+↵S(M 2
Z) uncertainty on cross sections

Within the Hessian approach to PDF uncertainties it has been shown that the correct man-

ner in which to account for the PDF+↵S(M2

Z
) uncertainty on any quantity, with the correla-

tions between the PDFs and ↵S included, can be obtained by simply taking the PDFs defined
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cf. Fig. 70. These values are to be compared with ↵s(MZ) = 0.1150+0.0036

�0.0024
as obtained by CT14 with a smaller

HERA+LHC data set.
The ��2 distribution for the full data set is very parabolic, less so for the individual data sets. The ��2 curves

for collections of data sets, for example, all DIS data, all DY data, and all jets and top data, also appear parabolic,
as expected from the central limit theorem. From the right panel of Fig. 13, it is clear that the totality of DIS data
prefer a smaller value of ↵s(MZ) than the DY pair, jet and top-quark production. The exact size of the ↵s uncertainty
thus is not well determined and depends on the convention, as the pulls from various (types of) experiments are not
consistent at the level of few tens of units of �2.

The scan exercise can also be carried out at NLO in ↵s, as we show in Fig. 14. In fact, any di↵erence between the
NLO and NNLO results can serve as a partial estimate of the theoretical uncertainty of its determination. Although the
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Figure 5.4. Comparison between the LO, NLO and NNLO NNPDF4.0 PDFs. The up, antiup, charm and gluon are
shown at Q = 100 GeV. All results are normalized to the central value of the NNLO set. Solid and dashed bands
correspond respectively to 68% c. l. and one-sigma uncertainties.

↵s(mZ) 0.1160 0.1170 0.1175 0.1180 0.1185 0.1900 0.1200

�2 1.183 1.169 1.165 1.162 1.161 1.162 1.168

Table 5.6. Values of the total �
2 per data point for the NNLO global fit with di↵erent values of ↵s(mZ).

As already discussed in Ref. [5], the remaining parametric uncertainties, related to the values of the
quark masses, are expected to be very small, since the dependence on the charm mass is almost entirely
removed by parametrizing the charm PDF, and the dependence on the bottom quark mass is very small
(except on the b-PDF itself and processes specifically sensitive to it).

5.2.3 Comparison to other PDF sets

The NNPDF4.0 NNLO PDFs are compared to other recent global sets, namely CT18 [143] and MSHT20 [144],
in Fig. 5.6. Note that there are substantial di↵erences in the underlying dataset: the CT18 dataset is very
close to that of NNPDF3.1 while the MSHT20 dataset is somewhere in between NNPDF3.1 and NNPDF4.0
(see Appendix. B for a detailed comparison). All results are shown at Q = 100 GeV, normalized to the cen-
tral NNPDF4.0 value. Relative uncertainties are compared in Fig. 5.7. Note that while for NNPDF4.0 there
are eight independently parametrized PDFs, for CT18 the strange and antistrange are not independently
parametrized, and for both CT18 and MSHT20 charm is not independently parametrized.

The three parton sets are overall in fair agreement within their respective uncertainties, though some
di↵erences in shape are observed. Interestingly, these follow the pattern already observed in [5] when
comparing NNPDF3.1 [5] to CT14 [207] and MMHT2014 [208] (see in particular Fig. 12 in Ref. [5]) . The
up and down PDFs are in good agreement, in particular the NNPDF4.0 result is always within the envelope
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❖ The 3 most recent global fits return a 
best-fit αS(MZ) value of 0.1164, 
0.1174, 0.1185 at NNLO for CT18, 
MSHT20, and NNPDF4.0 respectively  

❖ very mild sensitivity to charm quark 
mass with a consistent preference of 
mc=1.35 GeV for both CT18Z and 
MSHT20; ATLAS W/Z data prefers a 
larger mc similar to the preference of 
enhanced strangeness
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✦ Ideally, a consistent use of PDFs in searches of new physics at the LHC requires a joint fit of both PDFs 
and new physics, possibly in terms of operators in SM effective field theory (SMEFT)
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quark and jet measurements, the common systematic sources associated with the jet energy
scale uncertainties are taken as 100 % correlated. For the presented QCD analysis, the open-
source framework XFITTER [54, 55] version 2.2.1 is used, with the DGLAP equation [56–61]
evolution implemented using QCDNUM [62] version 17-01/14. The analysis is performed at
NLO or NNLO, depending on the physics case, as described in the following.

6.2 Theory predictions

The theoretical predictions for the inclusive jet cross-section at NLO and NNLO are obtained as
described in Sec. 4.1, with the NNLO computation interfaced to APPLFAST and FASTNLO [63].
The theoretical predictions are corrected for NP and EW effects, and the NLO prediction further
improved to NLO+NLL as explained in Sec. 4. The QCD prediction for the normalized triple-
differential cross section of the tt production is available only at NLO and is described in detail
in [22].

In the QCD analysis, the contributions of charm and beauty quarks are treated in the Thorne–
Roberts [64–66] variable-flavour number scheme at NLO. The heavy-quark masses are set to
mc = 1.47 GeV and mb = 4.5 GeV. The top quark pole mass mpole

t and the strong coupling aS
are free parameters in the PDF fits.

The QCD scales are set to the four-momentum transfer Q for the DIS data and to the individual
jet pT for inclusive jet cross-section measurements. Following Ref. [22], in the case of tt pro-
duction, the scales are set to µr = µ f =

1
2 Âi mTi. The sum over i covers the final state partons

t, t , and at most three light partons in a tt + 2 jets scenario; furthermore mTi ⌘
q

m2
i + p2

T,i is a
transverse mass computed using the mass mi and transverse momentum pTi of the parton [22].
The DIS data are restricted to high Q2 by setting Q2

min = 7.5 GeV2.

The QCD analysis is eventually extended into a SMEFT study by adding dimension 6 operators
for colour-charged fermions to the SM Lagrangian LSM [67, 68], so that

LSMEFT = LSM +
2p

L2 Â
n2{1,3,5}

cnOn.

Here the cn are Wilson coefficients and L is the scale of new physics; the non-renormalisable
operators On included in this study are

O1 = dijdkl
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where the sums in c and d run over generations, whereas i, j, k, l are colour indices. The opera-
tors in Eqs. (5)–(7) correspond to having integrated out a colour-singlet BSM-exchange between
two quark lines. This allows to study three cases, where the contact interactions can be either
purely left-handed, vector-like or axial-vector-like, depending on how the Wilson coefficients
are related. Only c1 is fitted, while c3 and c5 are determined from it as explained in Tab. 5.

Further details of the theoretical model are given in [67], where it is stated that such contact
interactions may be used for instance to probe models involving quark compositeness, small
extra dimensions [69] or Z0-models [70].
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Scale CI model c1 Fit Model Scale Param.
Left-handed −0.017 0.0047 0.0001 0.004 0.002

Λ = 5TeV Vector-like −0.009 0.0026 0.0001 0.002 0.001
Axial vector-like −0.009 0.0025 0.0001 0.002 0.001

Left-handed −0.068 0.019 0.003 0.016 0.009
Λ = 10TeV Vector-like −0.037 0.011 0.002 0.008 0.006

Axial vector-like −0.036 0.011 0.003 0.008 0.005

Left-handed −0.116 0.033 0.006 0.026 0.015
Λ = 13TeV Vector-like −0.063 0.018 0.004 0.015 0.008

Axial vector-like −0.062 0.018 0.003 0.014 0.008

Left-handed −0.28 0.08 0.01 0.06 0.04
Λ = 20TeV Vector-like −0.15 0.04 0.01 0.04 0.02

Axial vector-like −0.15 0.04 0.01 0.04 0.02

Left-handed −1.8 0.53 0.08 0.42 0.23
Λ = 50TeV Vector-like −1.0 0.28 0.05 0.23 0.13

Axial vector-like −1.0 0.29 0.04 0.23 0.13

Table 7. The values and uncertainties of the fitted Wilson coefficients c1 for various scales Λ. The
fit uncertainties are obtained by using the Hessian method.

] -2 [TeV2
Λ /

1
c

0.002− 0.0015− 0.001− 0.0005− 0

95% CL fit+model+param. unc.

68% CL fit+model+param. unc.

68% CL fit unc. only

 = 50 TeVΛ

Left-handed

Vector-like

Axial vector-like

CMS SMEFT NLO  + HERAt13 TeV jets & t

Figure 19. The Wilson coefficients c1 obtained in the SMEFT analysis at NLO, divided by Λ2,
for Λ = 50TeV. The solid (dashed) lines represent the total uncertainty at 68 (95)% CL. The inner
(outer) error bars show the fit (total) uncertainty at 68% CL.

algorithm with a distance parameter R of 0.4 and 0.7. The phase space covers jet pT
from 97GeV up to 3.1TeV and jet rapidity up to |y| = 2.0. The measured jet cross sec-
tions are compared with predictions of perturbative quantum chromodynamics (pQCD)
at next-to-next-to-leading order (NNLO) and next-to-leading order (NLO) with the next-
to-leading-logarithmic (NLL) resummation correction, using various sets of parton distri-
bution functions (PDFs). A strong impact of the measurement on determination of the
parton distributions is observed, expressed by significant differences among the theoretical
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a self-consistent determination at NLO on 4-quark 
contact interactions using CMS 13 TeV inclusive jet 
and top-quark pair together with HERA DIS data

interplays of PDFs and SMEFT constraints with HL-
LHC high-mass DY pseudo-data, demonstrating 
possible bias for not a consistent SMEFT+PDF fit

will outline our main conclusions and possible future developments in Sect. 6.

More technical discussions are collected in the appendices, and include detailed compar-

isons of the SM PDF fits produced in this work with previous NNPDF global fits (App. A),

the quantitative assessment of the fit quality to the various input datasets (App. B), a

benchmarking study for the calculation of EFT cross sections (App. C), and a study of the

flavour dependence of the SMEFT PDFs (App. D).

2 SMEFT benchmark scenarios

In this section we present the two SMEFT benchmark scenarios that will be used in this

work to interpret the LHC Drell-Yan processes. The first scenario belongs to the class

of electroweak precision tests and is sensitive to a broad range of UV-complete theories

proposed in the literature. The second benchmark represents a consistency check of the

existing hints of lepton universality violation in rare B-meson decays reported by the

LHCb collaboration. Both scenarios highlight the interplay between the PDFs and the

EFT dynamics, illustrating in particular how the former changes and how constraints to

the latter are modified.

2.1 Benchmark I: oblique corrections Ŵ and Ŷ

The oblique corrections, as originally proposed in [82, 83], play a key role in testing theories

beyond the Standard Model. They parametrise the self-energy ⇧V (q2) of the electroweak

gauge bosons W
a
µ and Bµ, where V = W

3
W

3, BB, W
3
B, and W

+
W

�. Truncating the

momentum expansion at order q
4, while imposing proper normalisation and symmetry

constraints, one concludes that there are only four oblique parameters which can be iden-

tified with dimension-six operators in the SMEFT. These are the well-known Ŝ, T̂ , Ŵ ,

and Ŷ parameters [84]. The parameters Ŝ and T̂ are well constrained from precision LEP

measurements [84] and grow slowly with q
2, while Ŵ and Ŷ scale faster implying that

their e↵ects will be enhanced for the high-energy dilepton tails at the LHC [32]. While

T̂ = O(q0) and Ŝ = O(q2) , instead one has that Ŵ , Ŷ = O(q4). In the universal basis (see

e.g. [12]), the Ŵ and Ŷ parameters are the Wilson coe�cients associated to the following

two operators:

LSMEFT � �
Ŵ

4m
2
W

(D⇢W
a
µ⌫)

2
�

Ŷ

4m
2
W

(@⇢Bµ⌫)
2

, (2.1)

where mW indicates the W -boson mass, and D⇢ is the covariant derivative. The physical

e↵ects of the operators in Eq. (2.1) on the Drell-Yan process arise from the di↵erence in

the propagators through the self-energy modifications, see Eq. (1) of Ref. [32].

Alternatively, using the equations of motion, the same operators can be rotated to a

basis in which the modifications to the Drell-Yan cross sections are instead captured by

four-fermion contact interactions,

LSMEFT � �
g
2
Ŵ

2m
2
W

J
a
LµJ

aµ
L �

g
2
Y Ŷ

2m
2
W

JY µJ
µ
Y , (2.2)
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FIG. 7. Left panel: The 95% confidence level bounds on the plane of the Wilson coe�cients considered in Ref. [52] obtained
using either fixed SM PDFs (blue) or conservative SM PDFs that do not include high-energy data (green). PDF uncertainties
are included in the solid lines and not included in the dashed lines. The results are compared to those obtained in a simultaneous
fit of SMEFT and PDFs, when the PDFs are allowed to vary when varying the values of the Wilson coe�cients (orange).
Right panel: Error components for the polarization asymmetry at a future EIC as a function of bin number, adapted from
Ref. [53]. The bins are ordered in the DIS momentum transfer Q2 and Bjorken-x.

coe�cients are suppressed by powers of ⇤. Such extensions of the SM Lagrangian determine the e↵ect of physics,
that lives well above the energy scale probed by the LHC experiments.

The analysis of BSM e↵ects via an EFT parametrization is a critical and increasingly active research area. A widely
adopted EFT expansion is the Standard Model EFT (SMEFT) [51], which is built upon the assumption that all the
known particles have the gauge transformation properties predicted by the SM, with their conventional dim-2 and
dim-4 interactions being supplemented by new higher-dimensional interactions among all allowed combinations of the
SM fields. Such interactions might be generated by massive particles exchanged at the tree-level or circulating in loop
diagrams.

Although the proton structure parametrized by PDFs is intrinsically a low-energy quantity and, as such, it should
in principle be separable from the high-energy new physics imprints, the complexity of the LHC environment might
well intertwine them. Exploiting the full potential of current and future precision measurements at the LHC for
indirect BSM searches requires the development of novel data interpretation frameworks that are able to account
for hitherto ignored e↵ects, such as the interplay with the PDFs in the high-energy tails of LHC distributions, that
can no longer be neglected. Indeed, the very same data sets are being used both to determine the PDFs (assuming
SM theoretical predictions) and, independently, to constrain the SMEFT Wilson coe�cients (assuming SM PDFs).
Given that these LHC processes provide significant information for both PDF and SMEFT fits, it is of paramount
importance to ascertain the extent for which eventual BSM signals can be inadvertently reabsorbed into the PDFs,
as well as how current bounds on the EFT coe�cients are modified within a consistent simultaneous determination
together with the PDFs.

Data sets that may contain information on new physics at high scales, such as inclusive jet production, also typically
cover a wide dynamic range, both in terms of transverse momentum and of rapidity. If there is a PDF explanation
for any variation from the SM prediction that is observed at high pT , that explanation has to be universal, i.e. it also
has to explain distributions at similar x values, but at lower transverse momentum, regions where new physics is not
expected to produce any notable impacts. In this way, the separate rapidity regions serve as a cross-check, both for the
PDF determinations themselves and the possible presence of new physics. Care must be taken, however, as tensions
between rapidity regions may arise from an imperfect knowledge of the rapidity dependence of the experimental
systematic errors as well.

The e↵ects of a simultaneous determination of the Wilson coe�cients of the SMEFT and of the proton PDFs has
been pioneered in several recent studies performed by both theorists and experimentalists [52, 54–58]. These studies
reveal that, while with current DIS and Drell-Yan data the interplay is already non negligible but can be kept under
control, once High Luminosity LHC (HL-LHC) data are considered, neglecting the PDF interplay could potentially
miss new physics manifestations or misinterpret them. This is illustrated on the left panel of Fig. 7, in which it can
be observed that including high-mass data at the LHC both in a fit of PDFs and in a fit of SMEFT coe�cients and

[2104.02723]



Figure 4.1. The gluon (left) and antidown (right) PDFs at Q = 1.65 GeV at large x, for the unweighted fit and the
weighted fits in which the ATLAS W, Z 7 TeV (L=4.6 fb�1) (central) and the ATLAS tt̄ `+jets 8 TeV datasets are
assigned large weight.

Figure 4.2. The gluon PDF, at Q = 100 GeV, for some of the fits of Table 4.7: the baseline variant with no jets,
and the fits with each of the the single-inclusive jet data (left) or each of the dijet data (right). Results are shown
normalized to the central value of the no jets variant.

We therefore select the optimal set of jet observables by repeating the analysis carried out in [8]. Specif-
ically, we start from a fit based on the baseline dataset identified above from which we remove all jet
measurements. We then compare it to a series of NNLO fits that include, one at a time, the single-inclusive
jet or dijet datasets discussed in Sect. 2.2.7, with the theory settings discussed there. The decorrelation
model recommended in [86] is used in the case of the ATLAS 8 TeV single-inclusive jet measurement, while
systematic uncertainties are decorrelated across rapidity bins in the case of the ATLAS 7 TeV single-inclusive
jet measurement.

In Table 4.7 we report the values of the �
2 for all of these fits. Values are shown for all the data grouped

by process type and for all single-inclusive jet and dijet data, for both those that are and those that are not
included in each fit. The values corresponding to the datasets that are not included in each fit are indicated
in square brackets. In Fig. 4.2 we compare the gluon PDF from all the fits, separately for those that include
single-inclusive jet or dijet data, at a scale Q = 100 GeV. The gluon PDF is normalized to the fit that does
not include any jet data. We have explicitly checked that all other PDFs are una↵ected by the inclusion of
jet data.

Inspection of Table 4.7 and of Fig. 4.2 leads to the following conclusions.

• All of the 7 TeV data have a rather moderate impact and the global fit quality is essentially unchanged
in comparison to the baseline. There is a moderate pull on the large x gluon, consistent between
ATLAS and CMS and between single-inclusive jets and dijets, and also consistent with the baseline
within uncertainties.
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Fig. 13 (Left) Ratio of gluon PDFs to MSHT20 baseline, with αS
free, at NNLO at Q2 = 104 GeV2. The result of simultaneous fits to
four absolute distributions within the ATLAS 8 TeV single differential
top quark data set are shown: with no systematic error decorrelation

(no decor), the parton shower error decorrelated across, but not within,
the four distributions, and with the parton shower, ISR/FSR and hard-
scattering decorrelated across and within all distributions (max decor).
(Right) Fraction symmetrised error with respect to the baseline fit

Table 5 χ2/Npts for the ATLAS 8 TeV differential top data, with αS
free, in the lepton+jet channel. Results using different choices of theory
for the matrix element calculation are shown

Baseline NNLO QCD, LO EW NLO QCD, LO EW

1.04 0.92 1.66

normalisation, with no control over what is being removed.3

In effect, one is allowing the various systematic shifts asso-
ciated with the different sources of systematic error (which
are the same in the absolute and normalized cases) to take
values, which if translated to a prediction for the absolute
distributions, would certainly give a poor fit quality. Thus
one is effectively decorrelating the experimental systematic
errors, but such that control over how this is done is lost.
Clearly further analysis is needed to determine the extent to
which this procedure and the one we outline above agree,
or do not, in terms of the extracted gluon PDF, but this is
certainly not guaranteed. We leave a detailed analysis of this
to future studies.

Finally, for the ATLAS dilepton data, we find the fit quality
to the ytt distribution is very good, although as no statisti-
cal correlations are provided we cannot investigate how this
might change if a combined fit to the ytt and mtt distribution
were performed. We fit the CMS ytt distribution (only given
as normalized) in the lepton+jet channel, taking the system-
atic errors as completely uncorrelated; as discussed in [19],
it is unclear how one should treat the systematic errors in this
case, but the quoted values, being all positive, certainly can-

3 In [139] the total cross section is included in the fit, but not the cross
correlations between this and the normalized distributions, which if
included correctly would by construction simply correspond to a fit to
the absolute cross section.

Fig. 14 As in Fig. 13 (left), but for fits with baseline systematic error
treatment, but LO EW and NLO QCD + LO EW theory used in the
theory matrix elements

not be consistently interpreted as correlated errors for such a
normalized distribution. We in addition remove the final bin
from the fit so that the covariance matrix corresponding to
this normalised distribution is non-singular.

4.8 Data on t t̄ double differential pair production

We include CMS data for top quark pair production in the
dilepton channel, presented double differentially in a variety
of variables [104]: including the transverse momentum and
rapidity of the top, pT (t), y(t); the invariant mass, rapid-
ity and transverse momentum of the top pair, M(t t̄), y(t t̄)
and pT (t t̄); as well as the rapidity and angular separations
of the top and antitop, #η(t, t̄) and #φ(t, t̄). Six pairs of
these variables are formed and normalized distributions are
presented double differentially: [pT (t), y(t)], [y(t),M(t t̄)],
[y(t t̄),M(t t̄)], [#η(t, t̄),M(t t̄)], [pT (t t̄),M(t t̄)] and [#φ

(t, t̄),M(t t̄)]. Following the analysis of CT [140] which

123
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Impact of LHC data

17

✦ LHC provides measurements on a variety of PDF-sensitive standard candle processes with precision 
reaching a few percents; Their impact is subjected to possible tensions among different data and 
complications of the experimental systematic errors
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Table 7 The values of
χ2/Npts. for the LHC data sets
included in the global fit and the
overall global fit χ2/N at NLO
and NNLO. The corresponding
values for the non-LHC data
sets are shown in Table 6, and
the total value corresponds to
the sum over both tables

Data set NLO NNLO

ATLAS W+, W−, Z [118] 34.7/30 29.9/30

CMS W asym. pT > 35 GeV [153] 11.8/11 7.8/11

CMS asym. pT > 25, 30 GeV [154] 11.8/24 7.4/24

LHCb Z → e+e− [155] 14.1/9 22.7/9

LHCb W asym. pT > 20 GeV [156] 10.5/10 12.5/10

CMS Z → e+e− [157] 18.9/35 17.9/35

ATLAS High-mass Drell–Yan [158] 20.7/13 18.9/13

CMS double diff. Drell–Yan [71] 222.2/132 144.5/132

Tevatron, ATLAS, CMS σt t̄ [92,93] 22.8/17 14.5/17

LHCb 2015 W , Z [94,95] 114.4/67 99.4/67

LHCb 8 TeV Z → ee [96] 39.0/17 26.2/17

CMS 8 TeV W [97] 23.2/22 12.7/22

ATLAS 7 TeV jets [18] 226.2/140 221.6/140

CMS 7 TeV W + c [98] 8.2/10 8.6/10

ATLAS 7 TeV high precision W , Z [20] 304.7/61 116.6/61

CMS 7 TeV jets [99] 200.6/158 175.8/158

CMS 8 TeV jets [100] 285.7/174 261.3/174

CMS 2.76 TeV jet [106] 124.2/81 102.9/81

ATLAS 8 TeV Z pT [74] 235.0/104 188.5/104

ATLAS 8 TeV single diff t t̄ [101] 39.1/25 25.6/25

ATLAS 8 TeV single diff t t̄ dilepton [102] 4.7/5 3.4/5

CMS 8 TeV double differential t t̄ [104] 32.8/15 22.5/15

CMS 8 TeV single differential t t̄ [107] 12.9/9 13.2/9

ATLAS 8 TeV High-mass Drell–Yan [72] 85.8/48 56.7/48

ATLAS 8 TeV W [105] 84.6/22 57.4/22

ATLAS 8 TeV W + jets [103] 33.9/30 18.1/30

ATLAS 8 TeV double differential Z [73] 157.4/59 85.6/59

Total 5822.0/4363 5121.9/4363

completely clear. Indeed, we note that overall there is little
to choose between the NLO and NNLO quality in Table 6
(non-LHC data sets in the fit), with some data sets preferring
NLO and some NNLO, but never that strongly, whereas in
Table 7 (LHC data sets in the fit) most data sets are fit better
at NNLO, and many of them very significantly so. This is
particularly clear for the precision electroweak boson data,
as highlighted earlier, but also quite clearly true for LHC jet
data and the top quark data, both inclusive and differential.

5.3 Central PDF sets and uncertainties

The parameters for the central PDF sets at NLO and NNLO
are shown in Table 8. In order to describe the uncertainties
on the PDFs we apply the same general procedure as in [9]
(originally presented in a similar, but not identical form in
[159]), i.e. we use the Hessian approach with a dynamical
tolerance, and hence obtain a set of PDF eigenvector sets,
each corresponding to 68% confidence level uncertainty and
being orthogonal to each other.

5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i } = {a0

1 , . . . , a
0
n}, then we

write

#χ2
global ≡ χ2

global − χ2
min =

n∑

i, j=1

Hi j (ai − a0
i )(a j − a0

j ),

(24)

where the Hessian matrix H has components

Hi j =
1
2

∂2 χ2
global

∂ai∂a j

∣∣∣∣∣
min

. (25)

The uncertainty on a quantity F({ai }) is then obtained from
standard linear error propagation:

#F = T

√√√√
n∑

i, j=1

∂F
∂ai

Ci j
∂F
∂a j

, (26)
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Table 7 The values of
χ2/Npts. for the LHC data sets
included in the global fit and the
overall global fit χ2/N at NLO
and NNLO. The corresponding
values for the non-LHC data
sets are shown in Table 6, and
the total value corresponds to
the sum over both tables

Data set NLO NNLO

ATLAS W+, W−, Z [118] 34.7/30 29.9/30

CMS W asym. pT > 35 GeV [153] 11.8/11 7.8/11

CMS asym. pT > 25, 30 GeV [154] 11.8/24 7.4/24

LHCb Z → e+e− [155] 14.1/9 22.7/9

LHCb W asym. pT > 20 GeV [156] 10.5/10 12.5/10

CMS Z → e+e− [157] 18.9/35 17.9/35

ATLAS High-mass Drell–Yan [158] 20.7/13 18.9/13

CMS double diff. Drell–Yan [71] 222.2/132 144.5/132

Tevatron, ATLAS, CMS σt t̄ [92,93] 22.8/17 14.5/17

LHCb 2015 W , Z [94,95] 114.4/67 99.4/67

LHCb 8 TeV Z → ee [96] 39.0/17 26.2/17

CMS 8 TeV W [97] 23.2/22 12.7/22

ATLAS 7 TeV jets [18] 226.2/140 221.6/140

CMS 7 TeV W + c [98] 8.2/10 8.6/10

ATLAS 7 TeV high precision W , Z [20] 304.7/61 116.6/61

CMS 7 TeV jets [99] 200.6/158 175.8/158

CMS 8 TeV jets [100] 285.7/174 261.3/174

CMS 2.76 TeV jet [106] 124.2/81 102.9/81

ATLAS 8 TeV Z pT [74] 235.0/104 188.5/104

ATLAS 8 TeV single diff t t̄ [101] 39.1/25 25.6/25

ATLAS 8 TeV single diff t t̄ dilepton [102] 4.7/5 3.4/5

CMS 8 TeV double differential t t̄ [104] 32.8/15 22.5/15

CMS 8 TeV single differential t t̄ [107] 12.9/9 13.2/9

ATLAS 8 TeV High-mass Drell–Yan [72] 85.8/48 56.7/48

ATLAS 8 TeV W [105] 84.6/22 57.4/22

ATLAS 8 TeV W + jets [103] 33.9/30 18.1/30

ATLAS 8 TeV double differential Z [73] 157.4/59 85.6/59

Total 5822.0/4363 5121.9/4363

completely clear. Indeed, we note that overall there is little
to choose between the NLO and NNLO quality in Table 6
(non-LHC data sets in the fit), with some data sets preferring
NLO and some NNLO, but never that strongly, whereas in
Table 7 (LHC data sets in the fit) most data sets are fit better
at NNLO, and many of them very significantly so. This is
particularly clear for the precision electroweak boson data,
as highlighted earlier, but also quite clearly true for LHC jet
data and the top quark data, both inclusive and differential.

5.3 Central PDF sets and uncertainties

The parameters for the central PDF sets at NLO and NNLO
are shown in Table 8. In order to describe the uncertainties
on the PDFs we apply the same general procedure as in [9]
(originally presented in a similar, but not identical form in
[159]), i.e. we use the Hessian approach with a dynamical
tolerance, and hence obtain a set of PDF eigenvector sets,
each corresponding to 68% confidence level uncertainty and
being orthogonal to each other.

5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i } = {a0

1 , . . . , a
0
n}, then we

write

#χ2
global ≡ χ2

global − χ2
min =

n∑

i, j=1

Hi j (ai − a0
i )(a j − a0

j ),

(24)

where the Hessian matrix H has components

Hi j =
1
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The uncertainty on a quantity F({ai }) is then obtained from
standard linear error propagation:

#F = T

√√√√
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❖ fit quality to LHC data is 
moderate in general or very 
poor for specific data sets       

❖ decorrelation/regularization 
of experimental systematics 
or theoretical errors are 
added to reach a reasonable 
χ2  

❖ appraisal and selection of 
LHC data become a major 
task 



Figure 8.1. Same as Fig. 7.3 but now presenting the complementary comparison of the baseline of PDFs to a set
based on the same NNPDF4.0 dataset, but using the old NNPDF3.1 methodology.
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based on the same NNPDF4.0 dataset, but using the old NNPDF3.1 methodology.
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✦ Textbook criterion “Δχ2=1” on estimation of uncertainties is not reliable in global fit, involving large data 
samples and degrees of freedoms; PDF unc. depends very much on methodologies including “tolerance”

[NNPDF4.0, 2021]

❖ CT uses tier1+tier2 tolerance, 
MSHT uses a pure dynamic 
tolerance, both close to a 
hypothesis test criterion 

❖  NNPDF3.1 uses ML algorithm 
with effective tolerance that is 
smaller than CT and MSHT as 
checked explicitly from reduced 
fits    

❖ substantial changes on 
methodologies for NN4.0 vs. 
NN3.1 further affect the 
uncertainty 

Figure 3.5. Comparison of the partonic luminosities between the CT18, MSHT20, and NNPDF3.1 reduced fits at
p

s = 14 TeV as a function of the invariant mass of the produced final state mX . From left to right we show the gluon-
gluon, quark-antiquark, quark-quark and quark-gluon luminosities, normalised to the central value of the MSHT20
prediction, together with the associated 1� relative PDF uncertainties. The upper panels display the luminosities
evaluated without any restriction on the final-state rapidity yX , while the bottom panels instead account for a rapidity
cut of |yX | < 2.5 which restricts the produced final state to lie within the ATLAS/CMS central acceptance region.

mass. The increase (albeit only very slight in MSHT) therefore implies some anti-correlation between the
contributions with one high and one low x parton (which are now cut) and those with reasonably similar x

which remain.
In summary, the comparisons of the partonic luminosities in Fig. 3.5 are consistent with the corresponding

ones at the PDF level and confirm the satisfactory consistency between the three reduced PDF fits. This
said, the fact that residual differences remain, such as in the magnitude of the PDF uncertainties, indicates
that the methodological choices adopted by each group remain significant even when fitting to the same
dataset (albeit a reduced one in these benchmark fits) with very similar theory settings, indicating that
methodological uncertainties, such as those associated to the functional form or fitting methodology, can be,
in some cases, as large or even larger than the PDF uncertainties associated with the fitted data.

4 The PDF4LHC21 combination

In this section we present the outcome of the PDF4LHC21 combination, based on the variants of the CT18,
MSHT20, and NNPDF3.1 global PDF analyses - CT180, MSHT20 and NNPDF3.10- described in Sect. 2. First
of all, we describe the generation of the Monte Carlo replicas and the main features of the resulting combined
distribution, including a comparison with the three constituent PDF fits. Second, we present the results of
the Monte Carlo compression and of the Hessian reduction of PDF4LHC21, which lead to the LHAPDF

grids released and recommended for phenomenological applications. Third, we compare PDF4LHC21 with
its predecessor PDF4LHC15 both at the level of PDFs and of partonic luminosities. Finally, we assess the
behaviour of the PDF4LHC21 combination at large-x, and provide a prescription to deal with cross-sections

28

g-g luminosity

d-quark

s-quark

[PDF4LHC21, 2203.05506]
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❖ an ongoing debate on a 
representative sampling procedure 
in the PDF parameter space  

❖ Example: a series of scans carried 
out along eigenvector directions of 
published NNPDF4.0 with Δχ2 

wrt. central set calculated using 
public NNPDF4.0 code 

❖ the estimated regions with Δχ2<0 
(blue shaded ellipses) are shifted 
and are larger than the nominal 
NNPDF4.0 PDF uncertainties (red 
ellipses) 

PDF sampling and uncertainty

[see talk by A. Courtoy in WG1]

ggH vs. Z cross sections

Z vs. W cross sections
68% CL

68% CL

✦ Textbook criterion “Δχ2=1” on estimation of uncertainties is not reliable in global fit, involving large data 
samples and degrees of freedoms; PDF unc. depends very much on methodologies including “tolerance”



❖ one can compare PDFs extracted at 
NLO and NNLO, though the 
interpretation can be complicated 
especially due to poor fit at NLO   

❖ currently, PDF groups explore 
different scale choices and select 
one given the best fit to data or 
theoretically well motivated; 
alternatively can included scale 
variation into covariance matrix as 
a systematic error  

❖ at current stage, different scales at 
NNLO do not change the output 
PDFs significantly; however, 
genuine N3LO corrections can be 
outside the scale variation band  

Theoretical uncertainties

20

✦ Impact of perturbative theoretical uncertainties beyond N2LO on PDFs, e.g., from N3LO QCD and 
possibly mixed QCD-EW corrections, still remains an open question 

Figure 4.5. Same as Fig. 4.2, but now comparing fits to the 7 TeV data with the choices of central
renormalization and factorization scale scale µ = bHT (as shown in Fig. 4.4, top) and µ = pjetT at NLO
(fits #j7 and #j7-pt) and NNLO (fits #j7n and #j7n-pt). The gluon is shown as ratio to the fits with
µ = bHT .

However, the e↵ect of the scale choice on the PDFs is very mild (see Fig. 4.5), with a localized
modification of the gluon below the half sigma level for x ' 0.2 and no e↵ect on the other PDFs.
On the other hand, at NNLO the two scale choices lead to almost indistinguishable results, both
in terms of fit quality and PDF shape, with the scale choice µ = bHT leading to a slightly better
description of data not included in the fit, and a di↵erence in gluon central values barely above
statistical indistinguishability.

We conclude that the scale choice µ = bHT is perturbatively more stable, in that it leads to a
better NLO fit, but that at NNLO the choice of central scale is not an issue. Both conclusions
are in agreement with the findings of Ref. [11].

4.2.4 Impact of the choice of correlation models

We finally discuss the impact of di↵erent correlation models on the ATLAS single-inclusive jet
data. As repeatedly mentioned, only the central rapidity bin of the ATLAS 7 TeV data was
included in NNPDF3.1 and thus in our default fit because it was not possible to obtain a good
fit when all rapidity bins were included, yet PDFs fitted to each rapidity bin turned out to be
very close to each other [20, 45]: this suggests issues in the covariance matrix for these data, as
extensively discussed in Ref. [24]. Further, as shown in Sect. 4.2.1, the corresponding ATLAS
8 TeV data appear to be fully consistent with the 7 TeV data, yet lead to a poor �2 when
included in the global fit, which suggests that they may su↵er from a similar problem.

Here we will first check that indeed the inclusion of all rapidity bins from the 7 TeV ATLAS
data does not change the results for the PDFs, as argued in Refs. [20, 45], but now by fitting
all rapidity bins simultaneously, rather than one at a time as in Ref. [45], and with the new
scale choice and jet dataset adopted here. We will then address the issue of the impact of the
choice of correlation model, in particular by decorrelating di↵erent rapidity bins as suggested in
Ref. [24] for the 7 TeV data and in Ref. [15] for the 8 TeV data.

To this purpose, we have performed five variant fits of our most accurate fit with default
settings (#janw) in which alternative treatments of the 7 TeV or 8 TeV ATLAS data are

18

4

FIG. 2: Inclusive N3LO QCD corrections to total
cross section for Drell-Yan production through a vir-
tual photon. In the bottom panel we plot the ratio to

the analytic calculation in [14].

therefore it is important to choose a su�ciently small qcutT
to suppress such power corrections.

Fig. 2 demonstrates the SCET+NNLOJET predictions
being independent on q

cut
T for values below 1 GeV. In

fact, for all partonic channels except qg, the cross section
predictions become flat and therefore reliable already at
q
cut
T ⇠ 5 GeV. It is only the qg channel that requires a
much smaller q

cut
T , indicating more sizeable power cor-

rections than in other channels. A more detailed under-
standing of this feature could become useful when apply-
ing qT -subtraction to more complicated final states.

Also shown in the upper panel of Fig. 2 in dashed
lines are the inclusive predictions from [14], decomposed
into di↵erent partonic channels. We observe an excellent
agreement at small-qT region with a detailed compari-
son given in Tab. I. This agreement provides a fully in-
dependent confirmation of the analytic calculation [14],
and lends strong support to the correctness for our qT -
subtraction-based calculation. In the bottom panel of
Fig. 2, we plot the ratio between di↵erent partonic chan-
nels to the total inclusive N3LO corrections. We ob-
serve large cancellation between qg channel (blue) and
qq̄ channel (orange). While the inclusive N3LO correc-
tion is about �8 fb, the qg channel alone can be as large
as �15.3 fb. Similar cancellations between qg and qq̄

channel can already be observed at NLO and NNLO.
The numerical smallness of the NNLO corrections (and
of its associated scale uncertainty) is due to these cancel-
lations, which may potentially lead to an underestimate
of theory uncertainties at NNLO.

In Fig. 3 we show for the first time the N3LO pre-
dictions for the Drell-Yan di-lepton rapidity distribution,
which constitutes the main new result of this letter. Pre-

Fixed Order �pp!�⇤(fb)

LO 339.62+34.06
�37.48

NLO 391.25+10.84
�16.62

NNLO 390.09+3.06
�4.11

N3LO 382.08+2.64
�3.09 from [14]

N3LO only qT -subtraction Results from [14]

qg �15.32(32) �15.29

qq̄ + qQ̄ +5.08(11) +4.97

gg +2.17(6) +2.12

qq + qQ +0.09(13) +0.17

Total �7.98(36) �8.03

TABLE I: Inclusive cross sections with up to N3LO
QCD corrections to Drell-Yan production through
a virtual photon. N3LO results are from the qT -
subtraction method (qcutT = 0.63 GeV) and from the
analytic calculation in [14]. Cross sections at central
scale of Q = 100 GeV are presented together with
7-point scale variation. Numerical integration errors

from qT -subtraction are indicated in brackets.

FIG. 3: Di-lepton rapidity distribution from LO to
N3LO. The colored bands represent theory uncer-
tainties from scale variations. The bottom panel is
the ratio of the N3LO prediction to NNLO, with dif-

ferent cuto↵ q
cut
T .

dictions of increasing perturbative orders up to N3LO
are displayed. We estimate the theory uncertainty band
on our predictions by independently varying µR and µF

around 100 GeV with factors of 1/2 and 2 while elimi-
nating the two extreme combinations (7-point scale vari-
ation). With large QCD corrections from LO to NLO,
the NNLO corrections are only modest and come with
scale uncertainties that are significantly reduced [5, 7, 8].
However, as has been observed for the total cross sec-
tion, the smallness of NNLO corrections is due to cancel-
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Fig. 41 (Left) s + s̄ PDF showing the ratio of the MSHT20 PDFs to their NLO value at Q2 = 104 GeV2. (right) Rs PDFs showing the absolute
values of the MSHT20 PDFs at NLO and NNLO at Q2 = 1.9 GeV2

of the pQCD theory predictions entering the fit. However, this
observation is misleading and complicated by a number of
issues. First, in a given scheme the NLO and NNLO PDFs
are not strictly the same object - for any physical quantity
the change in the PDFs from one order to the next may be
compensated for, or exacerbated by, the change in the QCD
cross section. Indeed, we see this in the change from NLO
to NNLO in the light sea quarks for x ∼ 0.001, compensat-
ing for the change in structure function coefficient functions.
These cross section corrections will be different from process
to process, but in a global fit may still represent a cumulative
effect. Also, the NNLO PDFs evolve differently to the NLO
PDFs, so equivalence at one scale does not imply equiva-
lence at another. Nevertheless, overall one may potentially
think of the change in the PDF from NLO to NNLO at given
x and Q2 giving some indication of a theoretical uncertainty
on the PDFs and also of the possible change in going from
NNLO to N3LO. Again, the scope for such an observation
is limited somewhat by the difficulty we see in obtaining a
very high quality fit at NLO. It seems that relative changes in
PDFs are, to some extent, attempting to compensate for dis-
tinct limitations in the NLO calculations. This is clear in the
poor fit to ATLAS W, Z data and the very different strange
quark fraction at NLO compared to NNLO. Since the NNLO
fit does achieve a much better fit to the ATLAS W, Z data
we would not obviously expect a similar large change in the
strange quark when going from NNLO to N3LO. It is much
more meaningful to infer the size of theoretical uncertainty on
specific physical quantities by comparing NLO and NNLO
predictions for these quantities.

7.2 LO fit

In addition to the above sets, we provide a LO fit. As in
previous fits, a larger value of the coupling is preferred, and
we fix this to αS(M2

Z ) = 0.130 for concreteness. We also

continue to apply an overall K -factor of 1 + αS(m2
ll)CFπ/2

to DY predictions, in order to account for the large difference
in the space-like and time-like regimes relevant for the DIS
and DY processes, respectively.

If a fit is attempted with the same parametric freedom
as in the NLO/NNLO fits, rather pathological behaviour is
observed in the resulting quark distributions; a similar effect
was seen in the MMHT14 fit [1] with respect to the s+ distri-
bution. We therefore fix certain parameters in order to avoid
this. In particular, we apply the following restrictions: fix
the normalisation parameter As+ in order to impose that the
value of the strangeness, s+, normalisation, is fixed to that of
the sea, S, this is particularly relevant at low x ; fix the three
Chebyshev coefficients as+,i , with i = 1, 4, 6 to values of
the sea, S; set the high x power of the second gluon term, to
ηg− ≈ 66 (the precise value is arbitrary); set the sixth Cheby-
shev coefficient, aρ,6, such that d/u → 1 as x → 0. As+ is
a free parameter in the calculation of the PDF eigenvectors
at NLO and NNLO, and we in addition fix as+,3 in the LO
eigenvector calculation in order to stabilise the correspond-
ing Hessian matrix. Therefore, the resulting PDF set has 30,
rather than 32, eigenvector sets.

The fit quality is extremely poor, with χ2/Npt =
2.58. This is a significant deterioration with respect to the
MMHT14 case, which found χ2/Npt = 1.34. As we have
seen at NLO, the fit quality is now rather worse, with
χ2/Npt = 1.09 (1.33) for MMHT14 (MSHT20). The rea-
son for this is due to the new high precision LHC data in
the fit, where NNLO theory is essential in order to provide
a reasonable description. While NLO theory already gives a
rather poor description in these cases, this becomes dramat-
ically worse at LO, as we might expect.

In Fig. 42 we compare the LO MSHT20 set with MMHT14
for a selection of PDFs, at Q2 = 104 GeV2. In general, the
difference between the sets is much more significant than that
seen at NLO or NNLO, and is often well outside the quoted
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Figure 5.4. Comparison between the LO, NLO and NNLO NNPDF4.0 PDFs. The up, antiup, charm and gluon are
shown at Q = 100 GeV. All results are normalized to the central value of the NNLO set. Solid and dashed bands
correspond respectively to 68% c. l. and one-sigma uncertainties.

↵s(mZ) 0.1160 0.1170 0.1175 0.1180 0.1185 0.1900 0.1200

�2 1.183 1.169 1.165 1.162 1.161 1.162 1.168

Table 5.6. Values of the total �
2 per data point for the NNLO global fit with di↵erent values of ↵s(mZ).

As already discussed in Ref. [5], the remaining parametric uncertainties, related to the values of the
quark masses, are expected to be very small, since the dependence on the charm mass is almost entirely
removed by parametrizing the charm PDF, and the dependence on the bottom quark mass is very small
(except on the b-PDF itself and processes specifically sensitive to it).

5.2.3 Comparison to other PDF sets

The NNPDF4.0 NNLO PDFs are compared to other recent global sets, namely CT18 [143] and MSHT20 [144],
in Fig. 5.6. Note that there are substantial di↵erences in the underlying dataset: the CT18 dataset is very
close to that of NNPDF3.1 while the MSHT20 dataset is somewhere in between NNPDF3.1 and NNPDF4.0
(see Appendix. B for a detailed comparison). All results are shown at Q = 100 GeV, normalized to the cen-
tral NNPDF4.0 value. Relative uncertainties are compared in Fig. 5.7. Note that while for NNPDF4.0 there
are eight independently parametrized PDFs, for CT18 the strange and antistrange are not independently
parametrized, and for both CT18 and MSHT20 charm is not independently parametrized.

The three parton sets are overall in fair agreement within their respective uncertainties, though some
di↵erences in shape are observed. Interestingly, these follow the pattern already observed in [5] when
comparing NNPDF3.1 [5] to CT14 [207] and MMHT2014 [208] (see in particular Fig. 12 in Ref. [5]) . The
up and down PDFs are in good agreement, in particular the NNPDF4.0 result is always within the envelope
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NLO vs. NNLO PDFs

s+sbar

ubar

gluon using scale HT or pT,j

rapidity at N3LO

[2005.11327]

[Chen+, 2021]

[NN4.0, 2021]

[MSHT, 2021]
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✦ DIS and Drell-Yan production from fixed-target experiments, on either deuteron or heavy nucleus, still 
play important roles in flavor separation at moderate and large x region 

Figure 8.9. The values of the �
2 for individual datasets for the PDF fits listed in Table 8.1. The datasets una↵ected

by nuclear corrections are grouped in the “other” category.

Figure 8.10. The antiup and antidown PDFs at Q = 30 GeV from the “No nucl. unc.” and “HeavyN unc.” PDF
sets of Tab. 8.1 compared to the baseline.

the antiup and antidown PDFs at Q = 30 GeV determined without nuclear corrections, or with heavy nuclear
corrections only, are compared to the baseline (with the default treatment of nuclear corrections). Inclusion
of nuclear corrections leads to an increase in uncertainty at large x

⇠
> 0.2, and also a di↵erent shape, with

in particular a significant enhancement around x ' 0.5. Heavy nuclear corrections have the largest impact,
especially on the antidown PDF. Nevertheless, all PDFs agree well within their respective uncertainty bands.
This suggests that neglecting deuteron and heavy nuclear uncertainties could distort the determination of
the sea quark PDFs at large-x.

PDFs obtained with either of the two alternative treatments of nuclear corrections are compared in
Fig. 8.11. First (top), we compare to the baseline the antiup and antidown PDFs as in Fig. 8.10 but now
with all nuclear and deuterium corrections included as shifts, and then (bottom) we compare directly the
antiup PDF when either the deuterium or the nuclear corrections are included with either the uncertainty
or the shift method. It is clear that the impact of the nuclear corrections on the PDF with either method
is quite similar, the only di↵erence being that uncertainties are somewhat smaller when the shift method
is adopted. This is in agreement with the behavior of the �

2 values observed previously, and confirms that
the baseline prescription is somewhat more conservative.

As mentioned in Sect. 2.3, the evaluation of the deuterium corrections with the method of Ref. [19]
requires a self-consistent determination of the deuterium PDF, which has been performed here starting
with the NNPDF4.0 set and then proceeding as was done in Ref. [19] for NNPDF3.1. A byproduct of this
procedure is then, of course, an independent determination of the deuterium PDFs and thus of deuterium
structure functions, with corresponding correlated uncertainties, which we now discuss briefly.

In Fig. 8.12 we display the F
d
2 /F

p,0
2 structure function ratio at Q = 10 GeV, where by F

p,0
2 we denote
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Figure 8.12. The ratio of deuteron to the iso-singlet proton structure functions, F
d
2 //F

p,0
2 , evaluated using the

proton and deuteron PDFs obtained in the present NNPDF4.0 analysis at Q = 10 GeV as a function of x. Results
are compared to the nNNPDF2.0 nuclear PDF fit and the phenomenological correction factor from MSHT20.

Dataset Ndat Zorig �2
orig �2

reg

ATLAS W,Z 7 TeV CC (L = 4.6 fb�1) 46 9.01 1.89 0.93

ATLAS W 8 TeV (*) 22 11.28 3.50 1.15

CMS dijets 7 TeV 54 4.70 1.81 1.73

ATLAS dijets 7 TeV 90 9.93 2.14 0.92

CMS 3D dijets 8 TeV (*) 122 4.47 1.50 0.92

Table 8.2. The values of the �
2 in NNPDF4.0 variants in which the covariance matrices for selected datasets have

been regularized following the procedure discussed in the text. For each dataset, we indicate the number of data
points, the original values of the fit quality �

2
orig and of the stability metric Zorig, and then the values of the �

2
reg

obtained by repeating the fit with the regularized covariance matrix for this dataset, for a choice of the target metric
of Zreg = 4. Datasets denoted by (*) are not part of the baseline and have been obtained from dedicated PDF fits
(see text).

The stability analysis carried out in Sect. 4 focused on the impact of large weight fits at the PDF level,
and based on the results of these fits, it established which datasets were suitable for inclusion in the baseline
dataset, essentially by making sure that they would not distort the global fit. Here we assess the e↵ect on
the global PDF fit when datasets exhibiting large values of Z have their covariance matrices regularized by
means of a tailored procedure. For datasets that we did decide to include in NNPDF4.0, the purpose of this
is to confirm that our best-fit PDFs are indeed not distorted by the inclusion of this data. For datasets that
were not included, the aim is to assess what would be their impact if it was possible to safely include them.

The decorrelation procedure that we apply here is described in more detail in Ref. [200]. It is based
on clipping the eigenvectors until a target value of the stability metric, Zreg, is achieved. For instance, if
the target value is chosen to be Zreg = 4, then the clipping algorithm transforms the original experimental
correlation matrix into a di↵erent matrix with the same eigenvectors as the original one but such that the
eigenvalues that were smaller than 1/Z

2
reg = 1/16 are replaced by 1/16. The motivation for this decorrelation

procedure is to give a decorrelated covariance matrix which is as close as possible to the original one provided
by the experiments. This is in contrast to other approaches such as adding a small diagonal contribution,
or varying ad hoc the pattern of correlations for specific sources of systematic uncertainties.

We have repeated the global NNPDF4.0 NNLO determination, but now regularizing in turn the covari-
ance matrix of those datasets that exceeded the threshold value of the stability metric (See Tabs. 4.2-4.5
in Sect. 4), with the threshold value Zreg = 4 now chosen as target clipping value. Results are shown in
Table 8.2: in each case we display the number of data points, the value of Z for the given experiment before
regularization (Zorig), and the �

2 for the experiment before and after regularization. Note that, based on
the dataset selection procedure of Sect. 4, the ATLAS W 8 TeV and CMS 3D dijets 8 TeV datasets are
not part of the NNPDF4.0 baseline. In the former case, the regularization has been applied to a dedicated
PDF determination in which the ATLAS data have been added to the baseline. In the latter case, the
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selections of the Q
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curves for other scales in order to retain visual information on the scale dependence of the correction factor at
large x. In the upper two panels, which focus on lower scales, Q2 = 5, 10 GeV2, the dotted lines indicate the range
of x that is only accessible to CJ (W 2

> 3 GeV2) but not CT (W 2
> 12.25 GeV2), due to the more conservative

cut of the latter.

In the CJ framework, these corrections are treated
as nuclear wave-function e↵ects, and the deuteron par-
ton distributions f

d are calculated as a convolution of
the bound nucleon’s parton distributions, efN , with a
suitable nucleonic “smearing function,” S

N/d:

f
d(x,Q2) =

Z
dz
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Z
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2
N

(1)

S
N/d(z, p2

N
) efN (x/z, p2

N
, Q

2) .

Here, z represents the momentum fraction of the (isoscalar)
nucleon within the deuteron, defined as z ⌘ (Md/MN )(pN ·

q/pd·q); pd,N are the deuteron and nucleon four-momenta;
andMd,N are their respective on-shell masses. This rep-
resentation is founded on the so-called Weak Binding
Approximation (WBA) to the calculation of nuclear
structure functions [46,58], where the S

N/d smearing
function is calculable based on an assumed nuclear po-
tential; as in Ref. [9], we assume the AV18 potential.
Since pN is generically o↵-shell for a bound nucleon,
but typically by only a small amount, one can further
expand the bound-nucleon PDF, efN , in powers of its

o↵-shellness, ! = (p2
N
�M

2
N
)/M2

N
, as

efq/N (y, p2
N
, Q

2) = f
N (y,Q2) (2)

+
p
2
N
�M

2
N

M2
N

�f
N (y,Q2) +O(!2) .

The first term, corresponding to p
2
N

= M
2
N
, gives the

PDF of the free, on-shell nucleon. In the second term,
the O(!) coe�cient (also known as “o↵-shell function”)
can be phenomenologically parametrized and determined
in a global fit from the interplay of data involving deu-
terium targets and information involving free-nucleon-
based observables likeW boson production at the Teva-
tron, the Relativistic Heavy Ion Collider (RHIC) or the
LHC. Like in Ref. [9], we assume the flavor-independent
3-parameter shape function

�f
N (x) = C(x� x0)(x� x1)(1 + x0 � x) , (3)

with x1 fixed by requiring the o↵-shell PDFs to sat-
isfy the quark-number sum rule. Further technical de-
tails and a discussion of the fit results can be found in
Ref. [9].
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deuteron corr. from NN/MSHT

deuteron corr. from CTEQ-JLab

❖ deuteron corrections are better understood and small 
in general for data region considered in global fit; see 
[Alekhin+, 2203.07333] as well for an update study   

❖ heavy-nuclear corrections and related uncertainties 
(in neutrino-nucleus scattering) can lead to visible 
change of PDFs at large-x 

[CJ-CT, 2102.01107]
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Figure 9: ATLASpdf21 PDFs compared with those from a fit not including ++ jets data. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: G3E . Right: the ratio of G6 for the two fits.

29

Figure 7.6. The d/u (left) and d̄/ū (right) ratios, at Q = 10 GeV, computed, respectively, from a NNPDF4.0 fit
without single top-quark data or without SeaQuest data. In both cases we show results obtained with the NNPDF3.1
and NNPDF4.0 baseline fits.

Figure 7.7. The gluon PDF obtained removing single-inclusive jet and dijet data or top pair data (left), or Z pT

data or direct photon data (right).

in NNPDF4.0 thanks to LHC data.

7.2.3 The impact of LHC jet, top-quark pair, Z pT and direct photon data

Various LHC processes in the NNPDF4.0 dataset constrain the gluon PDF: top pair and single-inclusive jet
or dijet production, at large values of x; and Z pT and direct photon production at intermediate values of x.
In order to assess the impact of these measurements, we have produced four fits by removing each of them
in turn from the baseline.

In Fig. 7.7 we compare to the baseline the gluon from each of these determinations. All other PDFs
are essentially una↵ected by these changes in dataset, with only small changes in the quark PDFs when
removing the jet observables. For clarity, we display separately PDFs without top pair production and jet
data, and PDFs without Z pT and direct photon data. Only the gluon PDF is shown, normalized to the
central value of the NNPDF4.0 baseline.

The e↵ect of the data is hierarchical. Single-inclusive jet and dijet data have the largest impact: if
they are removed, the gluon is slightly enhanced (by 2-3%) around 0.01 . x . 0.1 and then more strongly
suppressed (by up to 15%) for x & 0.1. This suggests that the other datasets, specifically top pair data,
tend to pull in the opposite direction, suppressing somewhat the gluon at large x. Top pair data have a
moderate impact: if they are removed, the gluon is slightly enhanced for x & 0.1, but within the baseline
uncertainty. Z pT data have a yet smaller impact: if they are removed, the gluon is again little enhanced
for x & 0.1. The size of this shift is smaller than that observed in the case of the fit without top-quark pair
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Fig. 18 The effects of removing the LHC jet, Z pT and top data sets
on the high x gluon, shown in ratios to the default MSHT20 PDFs

a reduced high-x gluon (though different jet data sets have
some difference in pull). It can be seen in Fig. 17 (right) that
the uncertainties are slightly reduced in MSHT20 relative to
MMHT14 across the vast majority of the x range, due to
the impact of new data. The final HERA data, for example,
reduce the uncertainty at very small x . The changes are not
substantial at intermediate x , where the gluon is already very
well constrained. The uncertainty at higher x values is sys-
tematically reduced by up to 20%, reflecting the impact of
additional LHC data sets in this region.

For the light quark sea S(x), Fig. 19 provides both the
ratios to MMHT14 and the percentage uncertainties. The
shape change in the light sea is evident in the ratio in Fig. 19
(left), with the enhancement at x ∼ 10−2 largely due to an
increase in the strangeness in this region resulting from the
ATLAS W , Z data. There is also a decrease in the valence
quarks in this region, due both to the improved flexibility in
the parameterisations and to the LHC precision data, which
prefer a smaller dV distribution. Similarly there is a reduc-
tion in all of the ū, d̄ and s+ s̄ at very low x which is visible
consequently in the light sea (all of these individual changes
are discussed in subsequent sections). This is a reflection
of the reduced gluon and the evolution, the light sea being
driven almost entirely by gluon splitting in this region. The
light sea itself shows lower uncertainties than the individual
antiquarks, as it is the combinations of the antiquarks (albeit
with process-dependent charge weightings) which are often
constrained directly via data. As a result, in the light sea
the enhancement around x ∼ 0.02 is not consistent with
MMHT14 within its error bands whilst the s + s̄ and Rs dis-
tributions, discussed later in Sect. 6.5 (and defined in equa-
tion (32)) and shown in Figs. 27 and 29, are actually consis-
tent with MMHT14. As noted earlier though, the light sea
enhancement is also related to the valence quark suppres-
sion in the same region, and there is no consistency between
MSHT20 and MMHT14 for dV .

6.2 Up and down quark and antiquarks distributions

First we focus on the antiquarks. The ratios to MMHT14 and
the percentage uncertainties of the up and down antiquarks
are given in Figs. 20 and 21 respectively. The up and down
antiquark PDFs are lowered over the majority of the x range
relative to MMHT14. This occurs very largely to compensate
for the increase in the strangeness due to the ATLAS 7 TeV
W , Z data whilst keeping the combinations of antiquarks
needed in structure function and other data unchanged. In
particular this explains the larger reduction in the down as the
charge weighted combinations of up, down and strange must
remain the same for the HERA data. The down antiquark
shows a small bump at x ∼ 0.02 which is likely related
to the ATLAS 7 TeV W , Z data set, which enhances s̄ in
this region, since it can also enhance the d̄ through Cabbibo
mixing. The enhancement in d̄ here is also likely related to
the decrease indV , leaving the total d distribution less altered.
The percentage uncertainties for the up and down antiquarks
are reduced relative to MMHT14, particularly at low and
high x . At very small x this is related to the corresponding
decrease in the gluon uncertainty, but at higher x , particularly
very high x , it is clearly due to improved data constraints, as
the parameterisation is now more flexible.

However, whilst the up and down antiquarks show lit-
tle change at high Q2, the valence quarks show significant
changes in shape, as evidenced in Fig. 22 (left) and (right).
This results from the wide variety of precise new LHC elec-
troweak data added, and also the improved parameterisa-
tion flexibility alleviating tensions between LHC and pre-
vious data, with this being particularly the case for the down
valence PDF. More details on the parameterisation effects are
given in Sect. 8.1. The DØ W asymmetry data has an effect
on both the central values and uncertainties of the valence
quark PDFs at high x , bringing the dV down in this region
and reducing the uncertainties of both the uV and dV . The
effects of all of these changes are also evident in the percent-
age uncertainties in Fig. 23. Whilst the error bands are mildly
reduced for uV at intermediate to high x , there are significant
differences at low x , with the error bands nonetheless being
of similar magnitude here to MMHT14. The dV on the other
hand has enlarged error bands relative to MMHT14 over most
of the x range, with the exception of high x . This is a result
of the extended parameterisation for dV itself, but also of the
very much improved flexibility in the parameterisation for
the difference between ū and d̄.

6.3 uV − dV distribution

The changes in the individual uV and dV PDFs are also
reflected in their difference uV − dV in Fig. 24. The sub-
stantial shape change is evident and driven by precise LHC
W+,W− data, including the asymmetry. This asymmetry at
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FIG. 21: LM scans for the gluon PDF at Q = 125 GeV and x = 0.01 and 0.3, based upon the CT18 NNLO fits.
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FIG. 22: LM scans for the up- and down-quark PDF at Q = 100 GeV and x = 0.002 and 0.3, based upon the CT18
fits.

Gluon at large-x
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✦ Gluon PDFs at large-x (>0.1) receive constraints from DIS, Tevatron jet and various LHC data, including 
inclusive jets, top-quark pair, and Z pT or W/Z+jets productions

❖ different LHC data can have very 
different pulls, and are not 
necessarily consistent in different 
groups or even between sub-sets 
of the data  

❖ top-pair data generally pull the 
gluon down while for inclusive 
jets or Z pT it can go either ways 

❖ large spread of LHC data pulls 
indicate the necessary of a “global 
data sets” and methodologies with 
“tolerance” criterion

[MSHT]

[NNPDF]

[ATLAS]

[CT]



Sea-quark at large-x
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✦ E906 (SeaQuest) fixed-target Drell-Yan data have been studied by several global analysis groups, CT, 
NNPDF, JAM and ATLASpdf;  the impact on sea-quark asymmetry dbar/ubar at large-x is mild

7

FIG. 5. Impact on the d̄/ū ratio (top panel) and the asym-
metry x(d̄ � ū) (middle panel) of the W -lepton data from
STAR [39] (blue bands) and the Drell-Yan measurement from
SeaQuest [38] (red bands) relative to the “baseline” (green
bands) which contains all data except these. The STAR and
SeaQuest data are added in succession. The uncertainty on
d̄/ū for these two scenarios normalized to that of the base-
line are shown in the bottom panel. All bands represent 1�
uncertainty.

metry measurements from the Tevatron and LHC, which
are sensitive to ū and d̄ (see Eq. (2)). The further addi-
tion of the NuSea [36] Drell-Yan data greatly decreases
the uncertainty, showing that these data still provide a
strong constraint on the asymmetry even when compared
to the Tevatron and LHC W and W -lepton asymme-
tries. Finally, the inclusion of the new SeaQuest [38] and
STAR [39] data reduces the uncertainty on the asym-
metry even further, while increasing the magnitude at
x & 0.2, as already seen in Fig. 5 except now displayed
on a logarithmic scale.

The impact of the various datasets on the antiquark
asymmetry can also be represented in the form of the
truncated moment,

R 1
0.01 dx(d̄ � ū), illustrated in Fig. 7

in the form of the normalized yield of the Monte Carlo
replicas. We choose x = 0.01 for the lower limit as this
is approximately the extent to which existing data pro-
vide information on the asymmetry (see Fig. 1). Note
that because of large uncertainties associated with the
small-x extrapolation, estimates of the total moment are

FIG. 6. Comparison of the JAM d̄/ū and x(d̄� ū) PDFs (red
bands) with the NLO parametrizations from NNPDF3.1 [75]
(gold), ABMP16 [76] (blue), CJ15 [77] (gray), and CT18 [78]
(green) at the scale Q2 = 10 GeV2. All bands represent 1�
uncertainty.

not as meaningful without additional constraints on the
x ! 0 behavior. For the same combinations of datasets
as described above, one observes that prior to the ad-
dition of the NMC data the truncated moments of the
replicas can vary widely between �0.2 and +0.15. Once
the NMC data are added, the moments become almost
entirely positive, and the yield continues to contract as
more data are added. Once all of the data are included,
the truncated moments are tightly gathered around 0.1.

The shape and magnitude of the d̄� ū asymmetry has
long been an intriguing puzzle for our understanding of
the nonperturbative structure of the nucleon. The most
common interpretation of the excess of d̄ over ū in the
proton sea has been that associated with chiral symme-
try breaking, and the consequent prevalence of the vir-
tual p ! n⇡+ dissociation [6]. Scattering from the ⇡+

component of the proton wave function then naturally
enhances the d̄ distribution, even though some of this
will be cancelled by the subdominant p ! �++⇡� dis-
sociation, which favors ū over d̄. As an illustration, in
Fig. 8 we compare the inferred JAM asymmetry with
d̄� ū at x > 0 calculated from a convolution of the p !

baryon + ⇡ splitting functions and the valence PDF of

[JAM, 2111.10431]

Proceedings DIS 2021

0.0

0.5

1.0

1.5

2.0

2.5

10
-6

10
-4

10
-3

10
-2

10
-1 0.2 0.5 0.9

F
la

v
o

r 
R

at
io

x

–
d(x,Q)/

–
u(x,Q) at Q =2.0 GeV 90%C.L.

NNLO

CT18

CT18sq = CT18+SeaQuest

CT18n = CT18+SeaQuest-E866 ratio

0.0

0.5

1.0

1.5

2.0

2.5

10
-6

10
-4

10
-3

10
-2

10
-1 0.2 0.5 0.9

Figure 1: (Left) The NNLO d/u PDF ratios at the scale Q = 2 GeV from two preliminary
fits of the SeaQuest ratio data, in addition to the baseline CT18 NNLO result. (Right) A
preliminary calculation of the cross-section ratio of W+ to W� at RHIC

p
s = 510 GeV,

using the recent CT18(Z) [1], CJ15 [16], and JAM19 [17] PDFs, compared with the STAR
measurement [18].

xt-bins, in particular) pose a challenge to many theoretical models, as they have typically
been found to favor a downturn in the extracted d̄/ū PDF ratio once fitted in full QCD global
analyses.

The newer SeaQuest data extend the cross-section ratio data measured earlier by E866 to
somewhat higher xt⇠0.45 with enhanced precision. At the same time, SeaQuest also reports
measurements in a kinematical region intersecting the coverage of E866 over the approximate
range 0.15.xt.0.35. In this meeting, we report a first study of the impact of the SeaQuest
data based on directly fitting the released cross-section ratios within the NNLO CT global
analysis. We find the SeaQuest data to be in overall agreement with theory predictions based
on CT18 NNLO before fitting, with �2

E/Npt = 0.82. This partly reflects the parametrization
choices made in CT18 [1] for the high-x behavior of d̄, ū, which are selected to preserve d̄/ū � 1
at high x on the QCD modeling logic discussed above. Unlike the highest xt E866 ratio data,
the newer SeaQuest ratios thus prefer the d̄/ū � 1 high-x behavior favored by nonperturbative
QCD-motivated models discussed above.

In Fig. 1 (left) we present the fitted d̄/ū PDF ratio at Q = 2 GeV in three NNLO anal-
yses: the baseline CT18 NNLO result (“CT18”, in blue); a fit in which the new SeaQuest
data are included with the default CT18 data set (“CT18sq”, in red); and a new alterna-
tive fit (“CT18n”, in green), in which we replace the E866 ratio data with SeaQuest, while
simultaneously applying a fixed nuclear correction to the deuteron DIS data [19], removing
the inclusive ⌫A DIS data, and, for the first time, including an overall 5% uncorrelated un-
certainty to account for nuclear e↵ects in the E605 Drell-Yan data on copper. We introduce
these modifications as a preliminary exploration of the influence nuclear e↵ects can have on
the statistical tensions among fitted data; while deuteron corrections were similarly analyzed
for deuteron DIS data in Ref. [19], we reserve a more comprehensive study of nuclear cor-
rections within the CT framework to future work. In line with the robust agreement of the
CT18 NNLO predictions with SeaQuest, we find that fitting the SeaQuest ratios in CT18sq
leads to a modest enhancement in the d̄/ū ratio at x > 0.1 and a mild corresponding reduc-
tion in the PDF uncertainty. This behavior is reinforced at very high x � 0.3 by the data-set
modifications in CT18n with a slightly larger suppression of the PDF ratio for 0.05  x  0.3.

4

[CT, 2108.06596]

Figure 7.6. The d/u (left) and d̄/ū (right) ratios, at Q = 10 GeV, computed, respectively, from a NNPDF4.0 fit
without single top-quark data or without SeaQuest data. In both cases we show results obtained with the NNPDF3.1
and NNPDF4.0 baseline fits.

Figure 7.7. The gluon PDF obtained removing single-inclusive jet and dijet data or top pair data (left), or Z pT

data or direct photon data (right).

in NNPDF4.0 thanks to LHC data.

7.2.3 The impact of LHC jet, top-quark pair, Z pT and direct photon data

Various LHC processes in the NNPDF4.0 dataset constrain the gluon PDF: top pair and single-inclusive jet
or dijet production, at large values of x; and Z pT and direct photon production at intermediate values of x.
In order to assess the impact of these measurements, we have produced four fits by removing each of them
in turn from the baseline.

In Fig. 7.7 we compare to the baseline the gluon from each of these determinations. All other PDFs
are essentially una↵ected by these changes in dataset, with only small changes in the quark PDFs when
removing the jet observables. For clarity, we display separately PDFs without top pair production and jet
data, and PDFs without Z pT and direct photon data. Only the gluon PDF is shown, normalized to the
central value of the NNPDF4.0 baseline.

The e↵ect of the data is hierarchical. Single-inclusive jet and dijet data have the largest impact: if
they are removed, the gluon is slightly enhanced (by 2-3%) around 0.01 . x . 0.1 and then more strongly
suppressed (by up to 15%) for x & 0.1. This suggests that the other datasets, specifically top pair data,
tend to pull in the opposite direction, suppressing somewhat the gluon at large x. Top pair data have a
moderate impact: if they are removed, the gluon is slightly enhanced for x & 0.1, but within the baseline
uncertainty. Z pT data have a yet smaller impact: if they are removed, the gluon is again little enhanced
for x & 0.1. The size of this shift is smaller than that observed in the case of the fit without top-quark pair
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Figure 41: A comparison of the G3̄/GD̄ ratios extracted from E866 [91] and E906 [84], together with the predictions
of the ATLASpdf21, CT18A, MSHT20 and NNPDF3.1 PDFs.
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dbar/ubar

❖ even though not including E906 data in the global analysis, CT18A, 
NNPDF3.1 and ATLASpdf21 agree with E906 within uncertainties; 
MSHT20 shows a much smaller uncertainty 

❖ impact of E906 data in the global fit is mild for CT and NNPDF (a 
modest increase of dbar/ubar at large-x and slight reduction of 
uncertainties), while the impact is larger in JAM fit  



Strangeness suppression
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✦ Suppression of s-quark PDFs comparing to u/d sea-quarks are of particular interests, especially concerning 
interplay of  dimuon and ATLAS W/Z data on strange to light sea-quark ratio Rs=(s+sb)/(ub+db) at x=0.023 

[ATLAS,2112.11266]

❖ In CT, NOMAD prefers larger s-PDF comparing to 
NuTeV and CCFR dimuon; leads to increase of Rs, from 
0.5 to 0.7; reduction of PDF uncertainty of about 30% 

❖ see [ABMP16, 1701.05838; NN, 2009.00014] as well 
for impact of NOMAD data 
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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Figure 19: 'B from ATLASpdf21, showing experimental uncertainties evaluated with ) = 1, model and parameterisa-
tion uncertainties, compared with other recent PDFs: ABMP16 [79], CT14 [78], CT18, CT18A [74], MMHT14 [77],
MSHT20 [75], NNPDF3.0 [80], NNPDF3.1_strange [81], ATLASepWZ16 [9] and ATLASepWZVjets20 [11]. Left:
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ATLAS measurement

❖ previous tensions between dimuon data (Rs~0.5) 
and LHC data (Rs>1) 

❖ most recent ATLAS data shows Rs~0.8, now both 
prefer slightly suppressed strangeness

[ATLAS,2112.11266]



Strangeness asymmetry
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✦ Strangeness asymmetry (s-sbar) is loosely constrained by dimuon data from NuTeV and CCFR, and W/Z 
data at the LHC which prefer s-sbar > 0 at x about 0.1; lattice inputs can potentially play an import role 
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Fig. 27 s + s̄ PDFs, for MSHT20 and MMHT14 at NNLO and Q2 = 104 GeV2. (Left) ratio to MMHT14. (Right) percentage uncertainties

Fig. 28 s − s̄ PDFs, for MSHT20 and MMHT14 at NNLO and
Q2 = 104 GeV2. In the (left) plot the absolute values of the PDFs
are shown rather than the ratio as it passes through zero. In the (right)

plot the percentage uncertainties are shown, however they become large
in the regions where the asymmetry passes through or tends zero

the dimuon cross sections. The latter prefers a rather lower
Rs value and the former a more intermediate value. As a
result the MSHT20 default strangeness is influenced by all
these pulls and Rs is still considerably smaller than 1, outside
of the error bands, in the high x region (see Fig. 29). We
recall that we now include a NNLO calculation of the dimuon
production cross section; whilst this has a limited impact
on the PDFs, it does shift the preferred value of the D →
µ branching ratio to be more consistent with experimental
determinations, see Sect. 8.3 for more detail. In Fig. 29 we
show Rs at Q2 = 1.9 GeV2, while in Fig. 30 we show results
for Rs at a fixed value of x = 0.023 and Q2 = 1.9 GeV2, for
a range of PDF sets. We can see that the MSHT20 value is
rather higher than MMHT14, and with smaller uncertainties,
due in large part to the inclusion of the ATLAS data. On the
other hand, the dedicated ATLAS-epWZ16 [20] fit to this
data set, in addition to HERA data, is significantly higher
and inconsistent with both MMHT14 and MSHT20 at the
∼ 2σ level; for the ATLAS-epWZ12 [160] fit to earlier lower

statistics data a similar, but milder, trend can also be seen.
The size of this effect however appears to be driven by the
rather reduced dataset considered in the ATLAS fits. In the
MSHT20 case, the value of Rs = 0.77+0.10

−0.13 is a compromise
between the dimuon and, to a lesser extent, W+c data, which
favour a lower Rs value, and the ATLAS precision W and Z
data, which prefer a larger value. The NNPDF3.1 value lies
slightly lower than MSHT20 (see [65] for updated values),
while CT18A is consistent, and with rather larger errors.

The impact of the extended parameterisation on the s + s̄
is also evident in these plots with the shape change causing a
smaller total strangeness at very low x , with Rs < 1 although
consistent with 1 within errors. The uncertainty band on Rs
has grown slightly at very low x due to the extended param-
eterisation, thereby reflecting the lack of data constraints at
very low x . Nonetheless in Fig. 27 (right) it is clear that
the total strangeness has reduced errors relative to MMHT14
over nearly the entire x range.
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FIG. 3. The result of xs�(x,Q = 1.3GeV) from the original CT18As fit (blue band), with current

lattice constraints (red slashed area), and expected improvement if current lattice data errors are

reduced by a half (green backslashed area); the black bars are the current lattice data.

IV. CONCLUSION

In this work, we study the impact of the lattice data on the determination of the

strangeness asymmetry distribution s�(x) ⌘ s(x) � s̄(x) in the general CTEQ-TEA global

analysis of parton distribution functions (PDFs) of the proton. We start with the CT18A

NNLO fit [1], rather than the nominal CT18 NNLO fit, since the tensions between the

precision ATLAS
p
s = 7 TeV W , Z data [8] and NuTev [6] and CCFR [7] DIS dimuon

data can be released by introducing s(x) 6= s̄(x), and that the mentioned ATLAS data is

included in the CT18A fit and absent in the CT18 fit. We extend the non-perturbative

parametrisation in the CT18A analysis by allowing a strangeness asymmetry distribution

s�(x) ⌘ s(x)� s̄(x) at the initial Q0 scale. The resulting PDF set from the CT18A data set

is labelled as CT18As, whose quality of fit is similar to the CT18A fit. The constraint from

the lattice data into the PDF global fit is added by using the Lagrange Multiplier method.

We found that the resulting PDF, named as CT18As Lat, present a di↵erent strangeness

asymmetry distribution and a smaller uncertainty band than those of CT18As. We also

investigate the possible constraint of the lattice data with higher precision by performing a

PDF fit with errors in the original lattice data points reduced by half. Our results conclude

that the current lattice data is able to help constraining the strange asymmetry s�(x) in

7

In Fig. 2, the s�(x) distributions at 2.0 GeV and 100 GeV of CT18As are compared to

PDF fitting results by other groups. The CT18As agrees with MSHT20 [2] in terms of s�

central values. For x ⇠ 0.1, NNPDF4.0 [3] presents the largest s� central value. In the

range of 0.05 < x < 0.4, CT18As shows a wide error band, so that CT18As is consistent

with s� PDF obtained by other groups.

The impact of the lattice data on the determination of s�(x) at Q = 1.3 GeV is shown in

Fig. 3. The lattice data points distribute in the region of x > 0.3. Comparing to the error

band of CT18As, the uncertainty in lattice data points is quite small, so that including the

lattice data in the CT18As Lat fit greatly reduces the s�-PDF error band size in the large

x region. The amount of reduction of the CT18As Lat error band into the much smaller x

region is likely to depend on the chosen nonperturbative parametrization form of s�(x) at

Q0 = 1.3 GeV. Hence, it is important to have more precise lattice data, extended to smaller

x values.

Based on the CT18As Lat PDF, we further investigate how much a lattice data with

higher precision is able to constrain the s� distribution. We again fit the lattice data,

but reduce the uncertainty of lattice data points by half, resulting another PDF labelled

“CT18As HELat”. The half-error lattice data shows a strong power in further constraining

s� by reducing the error band of s� by nearly a factor of two in the large x region.
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FIG. 2. The s�(x) distributions at 2 GeV (left) and 100 GeV (right) of CT18As are compared to

those of MSHT20 [2] and NNPDF4.0 [3].
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from the str and other recent PDF fits (right panels), see text for details. The total strangeness

s+
is normalized to the central value of the str base fit. The insets display the corresponding

relative (�s+/s+
) and absolute (�sV ) PDF uncertainties.

same region of x. The impact of the K-factors turns out to be negligible for the gluon
and other flavour combinations.

3.3.2 Total and valence strange distributions

In Fig. 3.5 we display the total and valence strange distributionsat Q = 10 GeV. We
compare in turn the PDFs obtained from the str base, str prior and str fits, and
those obtained from the str fit with other recent parton sets. Specifically, we consider
CT18, CT18A [20] (CT18A is a variant of CT18 that includes the ATLAS W , Z data),
MMHT14 [51], and ABMP16 [52]. They all include only a subset of the strangeness-
sensitive data included in our analysis (see Table 3.1), in particular: the NuTeV dataset
is part of all PDF sets; the NOMAD dataset is only part of ABMP16; and the o↵-peak
and forward ATLAS W , Z bins, the W+c and the W+jets datasets are not part of
any of these PDF sets. We also emphasize that, apart from the more extensive dataset,
our analysis di↵ers from all of the other PDF determinations shown in Fig. 3.5 in that
the charm-quark PDF is fitted on the same footing as the other light-quark PDFs [53].
This feature was demonstrated to improve the description of DIS and LHC datasets,
and in particular to partially relieve tensions between the NuTeV and the ATLAS W , Z
datasets [19]. The insets in Fig. 3.5 display the relative and absolute PDF uncertainties
for the total (�s+/s+) and valence (�sV ) strange distributions, respectively. In the case
of s+, the curves are normalized to the central value of the str base fit.

A comparison amongst the str base, str prior and str fits reveals that the impact
of the data is consistent for the total and valence strange distributions. The inclusion

14

❖ parametrization with strangeness 
asymmetry has been revested in 
CT18As; relieve tensions to ATLAS 
W/Z data; prefer positive s-sbar at 
x~0.1 but with large uncertainties 

❖ MSHT, NNPDF and CT18As show 
similar shape on the central 
prediction, with MSHT and NNPDF 
clearly indicate s-sbar>0 at x~0.1 at 
2σ level 

❖ lattice inputs from MILC (MSU) 
collaboration indicate a compatible 
constraint consistent with s-sbar=0 at 
x>0.3

s-sbar

[NN, 2009.00014]

[MSHT]

[CT, 2204.07944]
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✦ The photon PDF inside proton is required for a consistent treatment of QED effects; the original LUX 
approach has been applied in most recent global fits and resulted in very consistent photon PDF

Two approaches: LUX vs DGLAP

CT18lux: directly calculate the photon PDF with the LUX formalism
CT18qed: initialize the inelastic photon PDF with the LUX formalism at low
scales, and evolve the QEDNLO⌦QCDNNLO DGLAP equations up to high
scales, similar to MMHT2015qed.
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CT18qed1.3GeV
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The take-home message:
In the intermediate-x region, all photon PDFs give similar error bands.
CT18lux photon PDF is in between LUXqed (also, NNPDF3.1luxQED) and
MMHT2015qed, while CT18qed gives a smaller photon PDF.
In the large-x region, the DGLAP approach (for both MMHT2015qed and
CT18qed) gives a smaller photon than the LUX approach.
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: changing the matching scale 9! 5 GeV2

MHO: varying the scale to estimate the missing high-order uncertainty

TMC: adding the target mass correction to the SFs.
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Figure 5: The ratio of the (left) photon and (right) charge–weighted singlet distributions (with uncer-
tainties) at Q2

= 10
4
GeV

2, resulting from fits to the MSHT20 dataset, to the MMHT15qed case.
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Figure 6: The ratio of the (left) photon and (right) charge–weighted singlet distributions for various PDF
sets at Q2

= 10
4
GeV

2.

In Fig. 6 we compare the MSHT20qed photon PDF with other results in the literature,

namely the NNPDF31luxqed [24], and CT18qed, CT18lux [27] sets. These all apply the same

basic LUXqed approach as outlined in [20, 21] and used for the MSHT set, but di↵er in the

specifics of the implementation, as well as the underlying QCD partons. In more detail, the

CT18qed set applies a similar modification to us, namely applying the LUXqed formula for the

photon at input scale Q0, before evolving with standard QED DGLAP. On the other hand,

NNPDF31luxqed and CT18lux apply the LUXqed formula at higher scales, see [24,27] for more

details. We can see that for intermediate to reasonably high values of x the agreement between

the sets is good, as we might expect. At low x the CT and NNPDF photons lie somewhat above

MSHT, which from Fig. 6 (right) we can see is largely driven by the di↵erence in the charge

weighted quark singlet PDFs, via their impact on the photon through DGLAP evolution. At

the highest values x & 0.5, on the other hand, the MSHT photon is lower than the other results.

In [27] it is argued that the MSHT ‘Q0’ approach tends to lead to a lower photon at high x

in comparison to the high scale approach, due to the di↵erence in treatment of non-leading

twist contributions to F2(x,Q2) above Q
2
0, and hence this could explain the di↵erence with

15

[MSHT, 2111.05357]

[CT, 2106.10299]

❖ CT18lux calculate the photon PDF at all scales; 
CT18qed initializes photon PDF at Q0, and 
evolve to high scales; differences reflect sys. 
effects of matching 

❖ MSHT20qed supersedes previous 
MMHT15qed, in good agreement with CT18 
and NNPDF3.1luxqed  
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The grey band built as an envelope from the various groups indicates the uncer-
tainty on the impact from the projected EIC data. The impact of the EIC can be
seen as the variations of the ratios away from unity, which occurs in most of the
regions to be explored at the EIC. Note that the ratios are not bound to be less than
one since the inclusion of new data can change the relative strength of the flavor
channels on the differential cross sections. However, the cross section uncertain-
ties propagated from PDF uncertainties do decrease as expected. The results show
that there is a potential strong impact on the valence sector where the uncertainties
can decrease up to 80% which should give new insights on the d/u ratio. On the
other hand, the sea sector is predominately modified in the small-x region as ex-
pected, with a decrease of uncertainties up to 50%. Overall we find that the current
detector setup, with systematic uncertainties as large as 2%, can induce significant
constraints on the unpolarized PDFs. Those constraints will also raise the accuracy
of information that can be obtained from the HL-LHC which includes studies of
the Higgs boson — see also the discussion in Sec. 7.5.4.

Figure 7.4: Comparison of relative uncertainties for unpolarized PDFs x f (x) for different
partons, before and after the inclusion of EIC data, evaluated at Q2 = 10 GeV2. We include
the analysis of different collaborations, limited to e� datasets.

Positron beam

While the EIC has the main focus on an incident electron beam, the possibility
of having a positron beam to measure NC and CC is a relevant complementarity
that boosts the exploration of the nucleon flavor structure. In particular, the dif-
ferent charge of the exchanged W+ boson is such that positron CC interactions are
capable of probing a unique combination of flavor currents inside the nucleon rel-
ative to the case of an electron beam. This potentially offers significant additional
constraints on the d-type PDFs, further constraining the d/u ratio. Beyond this,
positron beams may also allow for access to other effects, such as the breaking of
the strange-antistrange symmetry, (s = s̄), or parton-level charge-symmetry vi-
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Figure 3.10: Sea quark distributions at Q
2 = 1.9 GeV2 as a function of x, displayed as the ratio to the

CT18 PDF set. The yellow band corresponds to the “LHeC 1st run” PDFs (D2), while the dark blue
shows the final “LHeC inclusive” PDFs (D4+D5+D6+D9), as described in the text. Both LHeC PDFs
shown are scaled to the central value of CT18.
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Figure 3.11: Sea quark distributions at Q
2 = 104 GeV2 as a function of x, displayed as the ratio to the

CT18 PDF set. The yellow band corresponds to the “LHeC 1st run” PDFs (D2), while the dark blue
shows the final “LHeC inclusive” PDFs (D4+D5+D6+D9), as described in the text. Both LHeC PDFs
shown are scaled to the central value of CT18.

PDF that is roughly half of the up and down sea distribution;  = (s + s̄)/(ū + d̄) ⇠ 0.5. The
recent measurements from the LHC [73–76] and related studies [77,78] suggest a larger strange
quark distribution, that may potentially even be larger than the up and down sea quarks. The x

dependence of xs is essentially unknown, and it may di↵er from that of xd̄, or x(ū+ d̄), by more
than a normalisation factor. A recent paper ascribes the strange enhancement to a suppression
of the anti-down distribution related to suspected parameterisation e↵ects and the behaviour of
the ratio d/u for x ! 1 [79]. Apparently, a direct measurement of xs(x, Q

2) and the resolution

49

The gluon distribution, as it is obtained from the fit to the LHeC inclusive NC/CC data, is
shown in Fig. 3.15. The determination of xg will be radically improved with the LHeC NC and
CC precision data, which provide constraints on @F2/@ ln Q

2 down to very low x values, � 10�5,
and large x  0.8.
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Figure 3.15: Gluon distribution at Q
2 = 1.9 GeV2 as a function of x. Left: the distribution is displayed

as the ratio to the CT18 PDF set and highlights the low x region. Right: the distribution is shwon on
a linear x scale and highlights the high x region. The yellow band corresponds to the “LHeC 1st run”
PDFs (D2), while the dark blue shows the “LHeC inclusive” PDFs (D4+D5+D6+D9), as described in
the text. Both LHeC PDFs shown are scaled to the central value of CT18.

Below x ' 5 · 10�4, the HERA data provide almost zero constraints due to the kinematic limits
and therefore the gluon is not well known today at lower x. This can be seen in all modern PDF
sets. With the LHeC, a precision of a few per cent at small x is achieved down to about 10�5.
This should resolve the question of non-linear parton interactions at small x (cf. Sect. 4.2). It
also has direct implications for the LHC (and even stronger for the FCC): with the extension of
the rapidity range to about 4 at the HL-LHC by ATLAS and CMS, Higgs physics will become
small x physics for which xg must be known very accurately since gg ! H is the dominant
production mechanism.

At large x, i.e. at values greater than 0.3, the gluon distribution becomes very small. In this
region, the uncertainty on xg is very large, and the gluon distributions from several PDF groups
di↵er substantially. The limited experimental constraints are partially due to the small lumi-
nosity at HERA, while uncertainties on jet measurements are not negligible also. In addition, at
high-x the valence quarks dominate, the non-singlet evolution of which is insensitive to the gluon
distribution. At the LHeC, the very large luminosity provides NC and CC data to accurately
access the highest values of x, disentangling the sea from the dominant valence part. The gluon
distribution at high x is then largely constrained through the momentum sum-rule which at the
LHeC (and FCC-eh) profits from the seminal coverage from x near 1 down to very small values of
x. The resulting very small uncertainties on the high-x quark and gluon PDFs, as illustrated in
the Figures, are of great importance for BSM searches in hadron-hadron collisions at high scales
as is illustrated in this paper. If the LHeC established non-linear parton interactions at small
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in Refs. [54–56]. The existing DIS data cover an impressive range in the outgoing
lepton kinematics with x down to 10�5 and Q2 up to the order of 104 GeV2. While
there is a substantial kinematic overlap between the measurements at HERA and
those in fixed-target experiments, they are complementary in accessing the small-
x and large-x longitudinal hadron structure, respectively. On the other hand, the
EIC covers an overlapping kinematic range between HERA and the fixed-target
experiments, with an instantaneous luminosity potentially 3 orders of magnitude
larger than at HERA. The EIC, together with other facilities and, in particular, the
Jefferson Lab 12-GeV program, will allow for a new era in the exploration of the
nucleon structure in high definition.
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Figure 7.1: Simulated statistical and systematic uncertainties for electron-proton NC DIS atp
s = 140.7 GeV. The statistical uncertainties are calculated based on a two-dimensional

binning with 5 bins per decade for both Q2 and x. The determination of the displayed
systematic uncertainties is discussed in Sec. 8.1.6. (The systematic uncertainties correspond
to the “Conservative Scenario” discussed below.)

In Fig. 7.1 we present statistical and systematic uncertainties for the EIC NC cross
sections. While an integrated luminosity of 100 fb�1 provides an impressively
small statistical uncertainty at small x, the overall uncertainties are estimated at
present to be limited by the systematic uncertainties. Details for the projected un-
certainties can be found in Sec. 8.1.

Fig. 7.2 shows the impact of the EIC NC DIS data on our current knowledge of the
differential cross sections computed with the NNPDF3.1 PDF set [57, 58]. Using a
c2-based hypothesis test, we assess the EIC constraining power at the single-bin
level with L = 100 fb�1 of pseudodata and point-by-point systematic uncertain-
ties as described in Sec. 8.1 (left and central panels) and an additional optimized

Future DIS experiments

27

✦ The EIC/EICc will provide significant PDF constraints through precision QCD measurements in the quark-
hadron transition region; LHeC would provide high-impact TeV-scale DIS data

[LHeC, 2201.02436]

[EIC, 2103.05419]

gluon dbargluongluon

valence

come close to 1 ab�1.

The bulk of the data is assumed to be taken with electrons, possibly at large negative helicity
Pe, because this configuration maximises the number of Higgs bosons that one can produce at
the LHeC: e

� couples to W
� which interacts primarily with an up-quark and the CC cross

section is proportional to (1�Pe). However, for electroweak physics there is a strong interest to
vary the polarisation and charge 4. It was considered that the e

+
p luminosity may reach 1 fb�1

while the tenfold has been simulated for sensitivity studies. A dataset has also been produced
with reduced proton beam energy as that enlarges the acceptance towards large x at smaller
Q

2. The full list of simulated sets is provided in Tab. 3.2.

Parameter Unit Data set

D1 D2 D3 D4 D5 D6 D7 D8 D9

Proton beam energy TeV 7 7 7 7 1 7 7 7 7
Lepton charge �1 �1 �1 �1 �1 +1 +1 �1 �1
Longitudinal lepton polarisation �0.8 �0.8 0 �0.8 0 0 0 +0.8 +0.8
Integrated luminosity fb�1 5 50 50 1000 1 1 10 10 50

Table 3.2: Summary of characteristic parameters of data sets used to simulate neutral and charged
current e

± cross section data, for a lepton beam energy of Ee = 50 GeV. Sets D1-D4 are for Ep =
7 TeV and e

�
p scattering, with varying assumptions on the integrated luminosity and the electron beam

polarisation. The data set D1 corresponds to possibly the first year of LHeC data taking with the tenfold
of luminosity which H1/ZEUS collected in their lifetime. Set D5 is a low Ep energy run, essential to
extend the acceptance at large x and medium Q

2. D6 and D7 are sets for smaller amounts of positron
data. Finally, D8 and D9 are for high energy e

�
p scattering with positive helicity as is important for

electroweak NC physics. These variations of data taking are subsequently studied for their e↵ect on PDF
determinations.

The highest energies obviously give access to the smallest x at a given Q
2, and to the maximum

Q
2 at fixed x. This is illustrated with the kinematic plane and iso-energy and iso-angle lines,

see Fig. 3.2. It is instructive to see how the variation of the proton beam energy changes
the kinematics considerably and enables additional coverage of various regions. This is clear
from Fig. 3.3 which shows the kinematic plane choosing the approximate minimum energies
the LHeC could operate with. There are striking changes one may note which are related to
kinematics (c.f. Ref. [58]). For example, one can see that the line of ✓e = 179� now corresponds
to Q

2 ' 0.1 GeV2 which is due to lowering Ee as compared to 1 GeV2 in the maximum energy
case, cf. Fig. 3.2. Similarly, comparing the two figures one finds that the lower Q

2, larger
x region becomes more easily accessible with lower energies, in this case solely owing to the
reduction of Ep from 7 to 1 TeV. It is worthwhile to note that the LHeC, when operating at
these low energies, would permit a complete repetition of the HERA programme, within a short
period of special data taking.

The coverage of the kinematic plane is illustrated in the plot of the x, Q
2 bin centers of data

points used in simulations, see Fig. 3.4 [59]. The full coverage at highest Bjorken-x, i.e. very
close to x = 1, is enabled by the high luminosity of the LHeC. This was impossible to achieve for
HERA as the NC/CC DIS cross sections decrease proportional to some power of (1 � x) when
x approaches 1, as has long been established with Regge counting [60–62].

It has been a prime goal, leading beyond previous PDF studies, to understand the importance of

4With a linac source, the generation of an intense positron beam is very challenging and will not be able to
compete with the electron intensity. This is discussed in the accelerator chapter.
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Tools and computing

28

✦ Development of various PDF related tools are mandatory for modern PDF fits, e.g., grid interpolation 
techniques interfaced with various NNLO QCD, NLO EW, SMEFT computing programs; open source 
fitting code, xFitter2.0 and NNPDF4.0   

Grid interpolation techniques Open source fitting code

ML on PDF-dependent variables 
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✦ Global analyses of parton distributions demonstrate great success of QCD and on understanding internal 
structures of proton, and phenomenologically become more and more prominent for electroweak 
precision test and searches for new physics at the (HL-)LHC 

✦ With the global efforts from many groups, we are gradually approaching PDFs precision of a few percents; 
while LHC-independent inputs on PDFs, for instance from future DIS experiments or lattice QCD 
simulation with improved precisions will be highly valuable  

✦ LHC delivers plenty of PDF sensitive data with high statistics and with theory evaluated almost all at 
NNLO; some of the N3LO calculations are already available; however, an advance on the treatment of 
the LHC experimental systematics and methodologies of PDF determinations can be crucial 
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PDF-related topics in Snowmass’13 [arXiv:1310.5189] and ‘21 studies
Topic Status, 2013 Status, 2022

Achieved accuracy of PDFs N2LO for evolution, DIS and vector 
boson produciton

N2LO for all key processes; N3LO for some 
processes

PDFs with NLO EW 
contributions

MSTW’04 QED, NNPDF2.3 QED LuXQED and other photon PDFs from 
several groups; PDFs with leptons and 
massive bosons

PDFs with resummations Small x (in progress) Small-x and threshold resummations 
implemented in several PDF sets

Available LHC processes to 
determine nucleon PDFs

ܹ/ܼ, single-incl. jet, high-் ܼ, ݐ ҧݐ, ܹ +
ܿ production at 7 and 8 TeV

+ ݐ ҧݐ, single-top, dijet, ߛ/ܹ/ܼ +jet, low-Q 
Drell Yan pairs, … at 7, 8, 13 TeV

Near-future experiments to
probe PDFs

LHC Run-2
DIS: LHeC

LHC Run-3
DIS: EIC, LHeC, …

Benchmarking of PDFs for 
the LHC

PDF4LHC’2015 recommendation in
preparation

PDF4LHC’21 recommendation issued

Precision analysis of 
specialized PDFs

Nuclear, meson, transverse-momentum 
dependent PDFs

NEW TASKS in the HL-LHC ERA:
Obtain complete N2LO and 
N3LO predictions for PDF-
sensitive processes

Improve models for correlated 
systematic errors

Find ways to constrain large-x PDFs 
without relying on nuclear targets

Develop and benchmark fast 
N2LO interfaces 

Estimate N2LO theory 
uncertainties

New methods to combine PDF 
ensembles, estimate PDF uncertainties, 
deliver PDFs for applications

TABLE I. Top part: Some of the PDF-focused topics explored in Snowmass’2013 [22] and ’2021 studies. Bottom part: a
selection of new critical tasks for the development of a new generation of PDFs that achieve the objectives of the physics
program at the high-luminosity LHC.

physics or theoretical simulations. However, comparisons to individual PDF ensembles from the groups, rather than
combined ones, remain necessary in the most precise measurements, such as tests of electroweak precision symmetry
breaking and Higgs boson physics.

The rest of the whitepaper discusses all these critical tasks of the precision PDF era in more detail. We wish to
highlight some of the pertinent issues here.

Recent PDF analyses indicate that the LHC data is increasingly crucial in pinning down the parton densities, and
its constraining power will become even more crucial in the HL-LHC run [26]. At the same time, new experiments
on the deeply-inelastic scattering (DIS), in particular, at the Electron-Ion Collider planned at BNL in the USA,
may be at least as instrumental as the LHC, and in some important cases more instrumental, in constraining the
relevant PDF combinations [27]. Even more precise measurements of the PDFs in DIS may be obtained at the Large
Hadron-Electron Collider (LHeC [28]) and Muon-Ion Collider (MuIC [29]).

To elevate the accuracy of PDFs in the next decade, it is critical that new experiments and theory calculations
implement consistent error control at all stages, from experimental measurements to the distribution of final PDFs.
In particular, while there is a reasonable overall agreement between the various experiments in the recent PDF
fits [6, 7, 9, 10] in terms of their preferences for the PDFs, detailed testing with several methods reveals some
disagreements (tensions) among the most precise experiments. The strength of these disagreements is about the
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ܹ/ܼ, single-incl. jet, high-் ܼ, ݐ ҧݐ, ܹ +
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+ ݐ ҧݐ, single-top, dijet, ߛ/ܹ/ܼ +jet, low-Q 
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TABLE I. Top part: Some of the PDF-focused topics explored in Snowmass’2013 [22] and ’2021 studies. Bottom part: a
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program at the high-luminosity LHC.

physics or theoretical simulations. However, comparisons to individual PDF ensembles from the groups, rather than
combined ones, remain necessary in the most precise measurements, such as tests of electroweak precision symmetry
breaking and Higgs boson physics.

The rest of the whitepaper discusses all these critical tasks of the precision PDF era in more detail. We wish to
highlight some of the pertinent issues here.

Recent PDF analyses indicate that the LHC data is increasingly crucial in pinning down the parton densities, and
its constraining power will become even more crucial in the HL-LHC run [26]. At the same time, new experiments
on the deeply-inelastic scattering (DIS), in particular, at the Electron-Ion Collider planned at BNL in the USA,
may be at least as instrumental as the LHC, and in some important cases more instrumental, in constraining the
relevant PDF combinations [27]. Even more precise measurements of the PDFs in DIS may be obtained at the Large
Hadron-Electron Collider (LHeC [28]) and Muon-Ion Collider (MuIC [29]).

To elevate the accuracy of PDFs in the next decade, it is critical that new experiments and theory calculations
implement consistent error control at all stages, from experimental measurements to the distribution of final PDFs.
In particular, while there is a reasonable overall agreement between the various experiments in the recent PDF
fits [6, 7, 9, 10] in terms of their preferences for the PDFs, detailed testing with several methods reveals some
disagreements (tensions) among the most precise experiments. The strength of these disagreements is about the
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✦ Global analyses of parton distributions demonstrate great success of QCD and on understanding internal 
structures of proton, and phenomenologically become more and more prominent for electroweak 
precision test and searches for new physics at the (HL-)LHC 

✦ With the global efforts from many groups, we are gradually approaching PDFs precision of a few percents; 
while LHC-independent inputs on PDFs, for instance from future DIS experiments or lattice QCD 
simulation with improved precisions will be highly valuable  

Thank you for your attention!

✦ LHC delivers plenty of PDF sensitive data with high statistics and with theory evaluated almost all at 
NNLO; some of the N3LO calculations are already available; however, an advance on the treatment of 
the LHC experimental systematics and methodologies of PDF determinations can be crucial 
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To elevate the accuracy of PDFs in the next decade, it is critical that new experiments and theory calculations
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