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• Studying defects in QFT is interesting for a number of reasons

• Explore all operators in a QFT: extended operators may be 
sensible to finer details (e.g. topology of space, global properties 
of gauge group…)


• If topological, they give rise to generalized symmetries 


• May serve as a diagnose the phases of the theory


• Describe impurities coupled to the system 


• …



• However QFT (with/without defects) is hard…


• One strategy which has proved very successful is to look for small parameters on 
which one can expand. Celebrated examples include


• In the recent past one new item added to the list


• Inspired by this: can we access new information about defects in QFT???

• the semiclassical approximation 


• large N


• large spin

• large charge sectors



Contents
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• Local operators in N=2 SCFT’s in 4d at large charge and a double scaling 
limit
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Correlation functions in N=2 
and large charge

• N=2 theories are interesting playgrounds to tinker with QFT: they have 
SUSY enough so as to constrain dynamics to accessible limits but not too 
much so as to “trivialize”


• Some of them have holographic duals


• In particular, one can exploit SUSY to compute observables exactly

LOCALIZATION
This includes correlators, defect operators and even the partition function itself (meaningful for 4d N=2) 



• The 4d superconformal algebra contains 


• Hence an interesting shortening condition is


• CPO’s have a non-singular OPE (not to violate the BPS bound). As a 
consequence, they form a ring: the chiral ring


• Their 2-point functions are
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• The 2-point functions can be mapped to the sphere


• To extract C, we can take the large x limit


• Since


• …it follows that 
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Computed through a matrix integral thanks to localization



• There is one subtlety, though: due to the conformal anomaly there can be mixing


• Remove this mixing by Gram-Schmidt orthogonalization!


• Let us look to the correlators of the simplest operators                  in SU(N) SQCD


• The polynomial in n multiplying each order in the coupling is just the appropriate 
so as to define the double scaling limit  (at FIXED N!)          

Gerchkovitz, Gomis, Ishtiaque, Komargodski & Pufu, 1602.05971
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In equation (2.18) we have introduced a coefficient

α =
1

2
dim(g) . (2.20)

for each gauge algebra g. For instance, αu(N) = N2

2 and αsu(N) = N2−1
2 . Interestingly (and

for any g), the coefficient α can be expressed in terms of the central charges a, c of the
theory [28]:

α = 4a− 2c . (2.21)

Note that equation (2.18) essentially follows from the Imτ dependence of the partition
function of N = 4 SYM with gauge algebra g = u(N), su(N). Hence it directly extends

to any gauge algebra G. Therefore, equation (2.18) generalizes the result for GN=4,su(N)
2n of

[15] to any gauge algebra g.
Let us now turn to the case of superconformal QCD. Substituting (2.17) into (2.7) we

find4

GQCD
2n

GN=4
2n

= 1−
9n (N2 + 2n− 1) ζ(3)

4π2 (Imτ)2
(2.22)

+
5n (2N2 − 1) (3N4 + (15n− 3)N2 + (20n2 − 15n+ 4)) ζ(5)

4π3N (N2 + 3) (Imτ)3
+ · · · .

As a check, one can verify that these expressions satisfy the Toda equation (obviously, in
the case of superconformal QCD up to the relevant order in the perturbation series).

We now notice a key feature: the structure of the two and three-loop terms (2.22)
suggests a general structure of the schematic form:

F (n, g) ≡
GQCD

2n

GN=4
2n

= 1 +
∞
∑

k=2

Pk(N, n) g2k , (2.23)

where Pk(N, n) is a polynomial of degree k in n:

Pk(N, n) =
k

∑

r=1

fr(N)nr . (2.24)

The fact that the coefficient of the k-loop contribution to the correlator be a polynomial of
degree k in n is by no means a priori obvious and it is crucial for the existence of a double-
scaling limit discussed below. In section 4 we will explicitly check that this structure holds
up to (and including) five loops. In the appendix we prove that this structure holds to all
order in the perturbation series.

Note that, for n = 0, one must have F ≡ 1, so there is no n0 term in the polynomial
Pk(N, n). Another important feature is that the term which is dominant in the large N

4We omit the label su(N) to indicate the gauge algebra (note that N = 2 superconformal QCD is only
defined for su(N)). In this ratio, GN=4

2n corresponds to the N = 4 theory with su(N) gauge algebra.
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Zinst stands for the instanton contribution, computed by the Nekrasov instanton partition
function with equivariant parameters ϵ1 = ϵ2 = 1/R, where R is the radius of the 4-sphere
(throughout we set R = 1).

We will be interested in the perturbation series in the zero-instanton sector. Then we
will take the weak coupling limit Imτ → ∞, where instanton contributions vanish (more
on this below). Thus, in what follows, we set Zinst → 1 in (2.13).

The perturbation series is generated by using the Taylor expansion of logH ,

logH(x) = −
∞
∑

n=2

(−1)n
ζ(2n− 1)

n
x2n , (2.15)

which converges for |x| < 1. Then, expanding the integrand, the different terms can be
viewed as vacuum expectation values of products of Trφn =

∑

i a
n
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theory. This procedure was explained in [20]. Up to three loop order, O(g6), we find
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where ⟨TrφnTrφ
m
⟩N=4
S4 refers to the 2-point function of the Trφn, Trφ

m
operators in the

su(N) N = 4 SYM matrix model on the S4. As shown in appendix A, the correlators in the
su(N) theory can be computed in terms of the u(N) Gaussian matrix model. (i.e., in terms
of correlators of N = 4 SYM but with gauge algebra u(N)). Combining all ingredients,
we finally find
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. (2.17)

The two-loop term with coefficient ζ(3) was found in [20], while the three-loop term with
coefficient ζ(5) in the general su(N) theory is new.

2.3 G2n in N = 4 SYM and N = 2 superconformal QCD

We can now compute G2n both in u(N) N = 4 SYM and in su(N) N = 4 SYM by simply
substituting (2.11) into (2.7). We find

GN=4,g
2n =

n! 22n

(Imτ)2n
α (1 + α)n−1 , (2.18)

where we have used the standard notation for the Pochhammer symbol,

(x)n =
Γ(x+ n)

Γ(x)
. (2.19)
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limit is not the highest power of n.5 This is seen explicitly in (2.22) and it implies that
the N = ∞ limit and the n = ∞ limit do not commute. Each limit selects a different
term in Pk(N, n). The standard large N , ’t Hooft limit, if taken after the large n, double-
scaling limit is taken, will give a trivial result for the correlators (as expected for multitrace
operators).

3 Large R-charge limit for multitrace operators

The structure (2.23), (2.24) of the G2n correlator for superconformal QCD, if it subsists to
all orders in the perturbation series, suggests a possible limit where we take

n → ∞ , g → 0 , λ ≡ g2n = fixed , (3.1)

with fixed N . We stress that the rank of the group is arbitrary and fixed (for example, it
may be N = 2).

In this limit, the correlator reads

F (n, g) → F∞(λ) ≡ lim
n→∞

GQCD
2n

GN=4
2n

= 1−
9 λ2 ζ(3)

32π4
+

25 (2N2 − 1) λ3 ζ(5)

64 π6N (N2 + 3)
+ · · · (3.2)

The limit thus leaves a perturbative series

F∞(λ) =
∞
∑

k=0

ckλ
k , (3.3)

where the ck are numerical, finite coefficients involving ζ-functions.
As anticipated above, now taking the N = ∞, ’t Hooft limit in (3.2) gives a trivial

result, F∞ → 1 (recall that λ = g2n → 0 in the ’t Hooft limit, with g2N fixed). This
implies that the Feynman diagrams contributing to the n → ∞ limit are non-planar.

As for the instanton corrections, these are weighted by e
− 1

g2 ∼ e−
n
λ . Thus, in the large

n limit for fixed (finite) λ, such corrections are expected to be exponentially small. Note
that, as opposed with the standard ’t Hooft limit, where it is the gauge algebra rank what
goes to infinity, here it is an “external parameter”. In particular, the size of the instanton
moduli space does not scale with n, and hence it seems guaranteed that instantons do not
contribute.

The scaling limit that we are taking is similar in spirit to the large charge limit intro-
duced in [2], since we are considering operators with large (R-symmetry) charge for which a
simplification occurs. In the present case we have a double-scaling limit, since the relevant
expansion parameter is λ = g2n.6

5The largeN limit of correlation functions of CPO’s of the form (2.3) has been studied in [19, 20, 21, 22].
6We are grateful to Simeon Hellerman for useful conversations on this point.
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Bourget, R-G & Russo, 1803.00580(Gauge instantons truly supressed!)



• Going beyond this tower by explicit computation is hard. The next simplest 
case is SU(3): there is only one more CPO. Explicitly computing the 
correlators shows that the limit continues to exist


• It turns out that the existence of the limit is rooted in the structure of the 
correlators: the GS can be recasted as a matrix model

Beccaria, 1809.06280
Beccaria, 1810.10483

• Very sketchy: for SU(2) there is only one CPO, whose sphere correlators are derivatives of Z 
wrt. the coupling. The flat space correlators are ratios of subdeterminants of the matrix of 
derivatives


• It turns out that each such subdeterminant can be written as a matrix integral: convert the 
computation of correlators into a matrix model!


• The ’t Hooft limit of this matrix model is well defined: it is our double scaling limit (strictly 
speaking, the latter is the weak ’t Hooft coupling regime)

Note that while the expansion in the coupling constant is only asymptotic, the inte-

grals (3.4) are convergent and hence lead to a well-defined answer.

We are interested in the large n limit of the extremal correlators G2n, which in-

volves taking ratios of increasingly large determinants. A convenient way to think about

this problem is through the Andréief identify (sometimes also called the Gram or Heine

identity), which can be stated in generality as follows: Given two sets of N functions

{fk(y); gk(y)}
N�1
k=0 and a measure dµ(y) we have

Z N�1Y

j=0

dµ(yj) det
ab

(fa(yb)) det
cd

(gc(yd)) = N ! det
ab

Z
dµ(y)fa(y)gb(y) (3.5)

where a, b, c, d all range on 0, . . . , N � 1. Roughly speaking, the identity relates a determi-

nant of integrals to a multivariate integral over determinants.

This identity can be readily applied to (3.4) by identifying dµ(y) $ dae�4⇡ Im ⌧a
2

a2Z1-Loop(a),

and by identifying fk(y) $ a2k and gk(y) $ a2k. Another useful identity is the standard

Vandermonde determinant

det
ab

(yba) det
cd

(ydc ) =
Y

j<k

(yj � yk)
2 . (3.6)

Using all these ingredients we can then rewrite the determinants of (3.4) as

detM(n) =
1

n!

Z n�1Y

j=0

dyje
�4⇡ Im ⌧y

2
j y2jZ1-Loop(yj)

Y

j<k

(y2j � y2k)
2 . (3.7)

The integrals over the variables yj are over (�1,1). It is convenient to convert them into

integrals over the half line y2j = xj, in terms of which we obtain

detM(n) =
1

n!

Z
1

0

n�1Y

j=0

dxje
�4⇡ Im ⌧xjx

1
2
j
Z1-Loop

�p
xj

�Y

j<k

(xj � xk)
2 . (3.8)

This form has the advantage that the factor
Q

n�1
j=0 (xj � xk)

2 is readily recognized as the

usual repulsion terms between the eigenvalues of a matrix.

The problem of computing the n⇥n determinants, and hence the extremal correlators,

therefore reduces naturally to the problem of random n ⇥ n matrices with the ensemble

weight determined by the integrand of the four-sphere partition function. In the original

problem of computing the four-sphere partition function and the extremal correlators we

20

Grassi, Komargodski & Tizziano, 1908.10306
Beccaria, Galvagno & Hasan, 2001.06645

(note that in any case, gauge instantons are safely supressed in this regime)



Wilson loops in the k-fold 
symmetrized product

• Consider now circular Wilson loops in the k-fold symmetrized 
representation. The exact formula is


• For N=4 both the instanton and 1-loop contributions are 1
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1 Introduction

2 Wilson loops in the Symk(⇤) representation and lo-

calization

We are interested in circular Wilson loops in the Symk(⇤) representation in N = 2 super-
symmetric gauge theories in four spacetime dimensions, with unitary (U(N) or SU(N))
gauge group. These loops can be computed through supersymmetric localization as [x,xx]

hWki =
1

N

1

ZN

Z
dNa

Y

i<j

(ai � aj)
2 Z1�loop Zinst e

� 8⇡2

g2

PN
i=1 a

2
i Wk , (2.1)

where Z1�loop is the one-loop determinant, which depends on the specific N = 2 theory.
In particular, for the N = 4 theory,

ZN=4
1�loop = 1 . (2.2)

2



• The insertion is the character of the k-fold symm rep (of U(N)/SU(N)). This is easy 
to compute: the generating function is by definition the PE of the fundamental. 
Then


• Hence in the end


• For SU(N) impose

Computing the integral, one obtains (zi = e2⇡ai)

Wk = (�1)N�1
NX

i=1

e2⇡(N�1) ai+2k⇡ai
Q

j 6=i
e2⇡aj � e2⇡ai

. (2.10)

This formula is equivalent to the expected result [1] (see also [2])

Wk =
X

1i1i2···ikN

e2⇡ai1+2⇡ai2+···+2⇡aik . (2.11)

Thus, using (2.10), the VEV of Wk (2.1) takes the form

hWki =
(�1)N�1

N ZN

NX

i=1

Z
dNa

Y

k<l

(ak � al)
2 Z1�loop Zinst e

� 8⇡2

g2

PN
m=1 a

2
m

e2⇡(N�1) ai+2k⇡ai
Q

j 6=i
e2⇡aj � e2⇡ai

.

(2.12)
By symmetry, the N terms in the sum are equal, therefore we get

hWki =
(�1)N�1

ZU(N)

Z
dNa

Y

k<l

(ak � al)
2 Z1�loop Zinst e

� 8⇡2

g2

PN
m=1 a

2
m

e2⇡(N�1) aN+2k⇡aN
Q

j 6=N
e2⇡aj � e2⇡aN

.

(2.13)
When the gauge group is SU(N), the same formula applies upon imposing the constraintP

N

i=1 ai = 0 in the integral.

3 hWki in N = 4 SYM with gauge group SU(2)/U(2)

Let us start with the SU(2) case. For SU(2) we have a1 = a, a2 = �a. Direct application
of (2.10) leads to

Wk =
e2⇡(k+1)a

� e�2⇡(k+1)a

e2⇡a � e�2⇡a
=

sinh
�
2⇡(k + 1)a

�

sinh(2⇡a)
. (3.1)

We shall first consider the computation of hWki in the N = 4 theory. As mentioned,
in this case Z1�loop = 1 and Zinst = 1. Then, the VEV of the loop in the k-symmetric
representation is, therefore,

hWki =
1

2Z2

Z
da 4a2 e

� 16⇡2

g2
a
2

Wk . (3.2)

Substituting the explicit form of Wk, we obtain

hWki =
2Ik+1

ZSU(2)
, (3.3)
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i=1 ai = 0 in the integral.

3 hWki in N = 4 SYM with gauge group SU(2)/U(2)

Let us start with the SU(2) case. For SU(2) we have a1 = a, a2 = �a. Direct application
of (2.10) leads to

Wk =
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e2⇡a � e�2⇡a
=

sinh
�
2⇡(k + 1)a

�

sinh(2⇡a)
. (3.1)

We shall first consider the computation of hWki in the N = 4 theory. As mentioned,
in this case Z1�loop = 1 and Zinst = 1. Then, the VEV of the loop in the k-symmetric
representation is, therefore,
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1

2Z2
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� 16⇡2
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a
2

Wk . (3.2)

Substituting the explicit form of Wk, we obtain

hWki =
2Ik+1
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, (3.3)
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• Introduce now 


• Then (we specify to U(N) N=4)


• This suggests the limit FOR FIXED N


• Note that in this limit gauge instantons are completely supressed (just like in 
the large charge limit)

4 hWki in N = 4 SYM with U(N)/SU(N) gauge groups

Consider N = 4 SYM with gauge group U(N). One can cast the VEV of the loop (2.13)
as

hWki =
(�1)N�1

ZU(N)
e

k
8 (1+N�1

k )2
Z

dNa
Y

k<l

(ak � al)
2 e�k

8⇡2



PN�1
m=1 a

2
m

⇣ e�k
8⇡2



�
aN�a

?
N

�2

Q
j 6=N

e2⇡aj � e2⇡aN

⌘
.

(4.1)
where  = g2 k and

a?
N
⌘



8⇡
(1 +

N � 1

k
) . (4.2)

Let us now take the double-scaling limit ((3.12)) involving g ! 0 and k ! 1. To begin
with, we note that the instanton contribution is suppressed in this limit. Indeed, the

n-instanton constribution is weighted by e
� 8⇡2n

g2 = e�k
8⇡2n

 , which, in the limit we are
considering, vanishes. Since the instanton moduli space does not depend on k, there can
be no compensating e↵ect to the exponential suppression of the action.

In this limit both the integrals over the N � 1 ai’s and aN can be computed by the
saddle-point method. In the double-scaling limit, there is a saddle point for aN at

a?
N
⇡



8⇡
. (4.3)

Since the limit involves g ! 0, the saddle point for the ai’s with i 6= N is at ai ⇠ g. Hence,
in the Vandermonde determinant, one can approximate |aN � ai| ⇡ |aN |. Note that this
assumes finite N . In the infinite N , ’t Hooft limit, the Vandermonde determinant provides
a repulsion between the eigenvalues and the scale for ai is of order

p
� = g

p
N . We shall

discuss the case of large N below.
Thus, in the present limit, we can approximate the integral by

hWki =
e

k
8 (1+N�1

k )2

Zpert
N

Z
dN�1a

Y

k<l<N

(ak � al)
2 e�k

8⇡


PN�1
m=1 a

2
m

Z
daN a2(N�1)

N

e�k
8⇡2

 (aN� 
8⇡ )2

(e2⇡aN � 1)N�1
.

(4.4)
Note that we have kept a term of order N�1

k
in the exponential factor outside the integral.

This is because it is multiplied by k; it will lead to a finite contribution in the final formula
for loghWki.

The integral over the ai’s factorizes from the integral over aN , giving a factor ZU(N�1),
so we get

hWki =
ZU(N�1)

ZU(N)
e

k
8 (1+N�1

k )2
Z

daN
⇣ a2

N

e2⇡aN � 1

⌘N�1

e�k
8⇡2

 (aN� 
8⇡ )2 . (4.5)

Using (2.6), (2.7), and computing the integral by saddle point, we obtain the following
formula for the large k asymptotics of hWki:
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� = g2k

where

Ik ⌘

Z 1

�1
da

a2 sinh(2⇡ka)

sinh(2⇡a)
e�ba

2
, b =

16⇡2

g2
. (3.4)

Remarkably, the integral can be carried out exactly for any integer k in terms of elementary
functions. We obtain

k = 2n+ 1 , I2n+1 =

p
⇡

2b
5
2

 
b+ 2

nX

r=1

e
4r2⇡2

b (b+ 8r2⇡2)

!
, (3.5)

k = 2n+ 2 , I2n+2 =

p
⇡

b
5
2

e
⇡2

b

nX

r=0

e
4r(r+1)⇡2

b
�
b+ 2(2r + 1)2⇡2

�
, (3.6)

with n = 0, 1, 2, .... Then

hW2ni =
1

2

 
1 + 2

nX

r=1

e
r2g2

4 (1 + r2g2)

!
, (3.7)

hW2n+1i = e
g2

16

nX

r=0

e
r(r+1)g2

4 (1 + (2r + 1)2
g2

8
) , (3.8)

where we used ZSU(2) = g3/(32⇡
5
2 ). In particular,

hW1i = e
g2

8 (1 +
g2

4
) . (3.9)

As a check, hW1i can be compared with the known formula for the circular Wilson loop
computed by Drukker and Gross in [4]. For SU(N),

hW1iDG =
2e�

g2(1+N)
8N

N !g

Z 1

0

dte�ttN� 1
2 I1(

p
tg) =

e�
g2(N+1)

8N

N
L1
N�1(�g2/4) . (3.10)

For N = 2, we get

hW1iDG =
e�

3g2

16

g

Z 1

0

dte�tt
3
2 I1(

p
tg) =

e
g2

16

2
L1
1(�g2/4) = e

g2

16 (1 +
1

8
g2) (3.11)

in agreement with our result.

3.1 The large k limit

We now consider a double-scaling limit,

g ! 0 , k ! 1 , g2k =  = fixed . (3.12)

5

c.f. as well
Beccaria, Giombi & Tseytlin
Cuomo, Komargodski, Mezei & Raviv-Moshe



• The N-th eigenvalue gets stabilized at a much larger scale than the rest…
so the integral breaks in two pieces


• Doing the last integral (saddle) and putting all factors
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hWki =
1

N !

⇣k 
4

⌘N�1

e
k
8 (1+N�1

k )2
⇣
e


4 � 1

⌘1�N

. (4.6)

where we used the fundamental property of the Barnes G-function, G(N +1)/G(N +2) =
1/N !. Thus the first terms in the large k expansion for loghWki are

loghWki =
k

8
+ (N � 1) log

k 

4
� logN !� (N � 1) log

⇣
1� e�


4

⌘
+O(k�1) . (4.7)

**LLEGUE HASTA AQUI

4.1 Comparing with holography

We can extend our result to large N provided that k � N . In that case, using Stirling’s
approximation

hW i =
e�S

p
2⇡N

, S = �
k

8
�N log

⇣ k 
4N

⌘
�N +N log

⇣
1� e�


4

⌘
+O

⇣1
k

⌘
. (4.8)

Note that in terms of the ’t Hooft coupling

 = �
k

N
. (4.9)

Thus, assuming large k, N with fixed and very small k

N
, the limit of large � corresponds

as well with large . Then, up to suppressed corrections (in k�1 as well as exponentially
suppressed), in the supergravity regime our result becomes

hW i =
e�S

p
2⇡N

, S = �
k

8
�N log

⇣ k 
4N

⌘
�N . (4.10)

This result is to be compared against the holographic computation in [5], which predicts

SDF = �2N
hk

p
�

4N

r
1 +

k2�

16N2
+ arcsinh

⇣k
p
�

4N

⌘i
. (4.11)

Writting this in terms of  and expanding for large k, one finds

SDF ⇠ �
k

8
�N log

⇣ k 
4N

⌘
�N . (4.12)

This coincides with our result up to terms suppressed in 1
k
.
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• Note that


• Our result becomes then


• Lets compare with the holographic/matrix model@large N result
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Drukker & Fiol

4 hWki in N = 4 SYM with U(N)/SU(N) gauge groups

Consider N = 4 SYM with gauge group U(N). One can cast the VEV of the loop (2.13)
as

hWki =
(�1)N�1

ZU(N)
e

k
8 (1+N�1

k )2
Z

dNa
Y

k<l

(ak � al)
2 e�k

8⇡2



PN�1
m=1 a

2
m

⇣ e�k
8⇡2



�
aN�a

?
N

�2

Q
j 6=N

e2⇡aj � e2⇡aN

⌘
.

(4.1)
where  = g2 k and

a?
N
⌘



8⇡
(1 +

N � 1

k
) . (4.2)

Let us now take the double-scaling limit ((3.12)) involving g ! 0 and k ! 1. To begin
with, we note that the instanton contribution is suppressed in this limit. Indeed, the

n-instanton constribution is weighted by e
� 8⇡2n

g2 = e�k
8⇡2n

 , which, in the limit we are
considering, vanishes. Since the instanton moduli space does not depend on k, there can
be no compensating e↵ect to the exponential suppression of the action.

In this limit both the integrals over the N � 1 ai’s and aN can be computed by the
saddle-point method. In the double-scaling limit, there is a saddle point for aN at

a?
N
⇡



8⇡
. (4.3)

Since the limit involves g ! 0, the saddle point for the ai’s with i 6= N is at ai ⇠ g. Hence,
in the Vandermonde determinant, one can approximate |aN � ai| ⇡ |aN |. Note that this
assumes finite N . In the infinite N , ’t Hooft limit, the Vandermonde determinant provides
a repulsion between the eigenvalues and the scale for ai is of order

p
� = g

p
N . We shall

discuss the case of large N below.
Thus, in the present limit, we can approximate the integral by

hWki =
e

k
8 (1+N�1

k )2

Zpert
N

Z
dN�1a

Y

k<l<N

(ak � al)
2 e�k

8⇡


PN�1
m=1 a

2
m

Z
daN a2(N�1)

N

e�k
8⇡2

 (aN� 
8⇡ )2

(e2⇡aN � 1)N�1
.

(4.4)
Note that we have kept a term of order N�1

k
in the exponential factor outside the integral.

This is because it is multiplied by k; it will lead to a finite contribution in the final formula
for loghWki.

The integral over the ai’s factorizes from the integral over aN , giving a factor ZU(N�1),
so we get

hWki =
ZU(N�1)

ZU(N)
e

k
8 (1+N�1

k )2
Z

daN
⇣ a2

N

e2⇡aN � 1

⌘N�1

e�k
8⇡2

 (aN� 
8⇡ )2 . (4.5)

Using (2.6), (2.7), and computing the integral by saddle point, we obtain the following
formula for the large k asymptotics of hWki:
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• What about SU(N)? Do


• Then


• The a’s sum zero: relax this by introducing a delta

4.2 The SU(N) case

Consider the U(N) case first

hWki =
(�1)N�1

ZN

Z
dNa

Y

k<l

(ak � al)
2 e

� 8⇡2

g2

PN
m=1 a

2
m

e2⇡(N�1) aN+2k⇡aN
Q

j 6=N
e2⇡aj � e2⇡aN

. (4.13)

Note that

NX

i=1

a2
i
=

NX

i=1

â2
i
+

1

N
(

NX

i=1

ai)
2 , âi = ai �

1

N

NX

i=1

ai (4.14)

The integrand can be re-written as

hWki =
(�1)N�1

ZN

Z
dNa

Y

k<l

(âk � âl)
2 e

� 8⇡2

g2

PN
m=1 â

2
m e

� 8⇡2N
g2

x
2�2⇡kx e2⇡(N�1) âN+2k⇡âN

Q
j 6=N

e2⇡âj � e2⇡âN
,

(4.15)
where x = 1

N

P
N

i=1 ai.

Note now that
P

N

i=1 âi = 0. We can relax this constraint at the expense of introducing
a �(

P
N

i=1 âi), to find

hWki =
(�1)N�1

ZN

Z
dN â

Y

k<l

(âk�âl)
2 e

� 8⇡2

g2

PN
m=1 â

2
m

e2⇡(N�1) âN+2k⇡âN
Q

j 6=N
e2⇡âj � e2⇡âN

�(
NX

i=1

âi)
⇣Z

dx e
� 8⇡2N

g2
x
2�2⇡kx

⌘
,

(4.16)
Thus

hWkiU(N) =
⇣ZSU(N)

ZU(N)

Z
dx e

� 8⇡2N
g2

x
2�2⇡kx

⌘
hWkiSU(N) . (4.17)

Then, doing the integral and putting all factors, one finds

hWkiU(N) = e
g2k2

8N hWkiSU(N) . (4.18)

For N = 2 one recovers the result above.
Note that even for large N (while still much smaller than k so that the saddle approx-

imation holds), the loop in the SU(N) and U(N) theory do not coincide. To understand
this let us look to the prefactor in (4.17). It can be massaged as follows

ZSU(N)

ZU(N)

Z
dx e

� 8⇡2N
g2

x
2�2⇡kx

=

R
da e

� 8⇡2

g2
a
2�2⇡ k

N a

R
da e

� 8⇡2

g2
a2

(4.19)

Thus, the prefactor corresponds to the contribution of a single Wilson loop of the U(1)
factor with charge k

N
. As this is much larger than 1 in our limit, we see that the symk(⇤)
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2
m

e2⇡(N�1) âN+2k⇡âN
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. As this is much larger than 1 in our limit, we see that the symk(⇤)
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For N = 2 one recovers the result above.
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• One recognizes the SU(N) result


• The prefactor is a loop for the U(1) part


• If k>N this is a (leading) contribution: this observable is sensible to U vs SU!!!
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âi)
⇣Z

dx e
� 8⇡2N

g2
x
2�2⇡kx

⌘
,

(4.16)
Thus

hWkiU(N) =
⇣ZSU(N)

ZU(N)

Z
dx e

� 8⇡2N
g2

x
2�2⇡kx

⌘
hWkiSU(N) . (4.17)

Then, doing the integral and putting all factors, one finds

hWkiU(N) = e
g2k2

8N hWkiSU(N) . (4.18)

For N = 2 one recovers the result above.
Note that even for large N (while still much smaller than k so that the saddle approx-

imation holds), the loop in the SU(N) and U(N) theory do not coincide. To understand
this let us look to the prefactor in (4.17). It can be massaged as follows

ZSU(N)

ZU(N)

Z
dx e

� 8⇡2N
g2

x
2�2⇡kx

=

R
da e

� 8⇡2

g2
a
2�2⇡ k

N a

R
da e

� 8⇡2

g2
a2

(4.19)

Thus, the prefactor corresponds to the contribution of a single Wilson loop of the U(1)
factor with charge k
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(âk�âl)
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• One can also compute correlators of loops with CPO’s. This has info about the 
OPE


• The first few such correlators are


• But                         , so in this limit only the ``leading term” contributes. To 
compute it

5 Correlation functions of Symk(!) Wilson loops with

CPO’s

As discussed in [30, 31, 32], computing correlation functions in R4 from the matrix model
involves a conformal map from S4 into R4. The R-charge is not conserved in correlation
functions in S4. This is possible because the theory on S4 breaks the U(1)R symmetry.
These mixtures are a reflection of the conformal anomaly in S4. The four-sphere introduces
a scale, the radius, which leads to a mixture of operators of different dimensions. The
standard correlation functions of the theory in flat space can be recovered by a Gram-
Schmidt procedure introduced in [30] (see appendix A for a lightning review), by which
one can find orthogonalized operators in the sphere matrix model which map to the R4

operators. As shown in [32], the obtained operators can then be used to compute correlation
functions of the CPO’s with circular Wilson loops (for a closely related approach, see [33]).
We are now interested in applying this method to the correlator of CPO’s with Wilson
loops in the k-symmetric representation. As a first step, consider, in the S4 matrix model,
the correlation function

⟨Trφn1 · · ·Trφnm Wk⟩ =
1

ZU(N)

∫

dNa
∏

k<l

(ak − al)
2 Z1−loop Zinst e

− 8π2

g2

∑N
m=1 a

2
m

× e2π(N−1) aN+2kπaN

∏

j≠N

(

e2πaN − e2πaj
)

(

N
∑

i=1

an1
i

)

· · ·
(

N
∑

i=1

anm
i

)

. (5.1)

For large k, exactly the same argument as in section 4 can be used: the ai’s with i ≠ N will
only contribute in the integration region very close to zero whereas the main contribution
of the integral over aN will come from the region aN ∼ κ/8π. In the double-scaling limit,
this approximation becomes exact. Therefore, we are led to

⟨Trφn1 · · ·Trφnm Wk⟩ =
ZU(N−1)

ZU(N)
e

kκ
8 (1+N−1

k
)

∫

daN
( a2N
e2πaN − 1

)N−1
an1+···+nm

N e−k 8π2

κ
(aN− κ

8π )2 .

(5.2)
This gives the simple result

⟨Trφn1 · · ·Trφnm Wk⟩ =
( κ

8π

)n1+···+nm

⟨Wk⟩ . (5.3)

We now consider the orthogonalization process. The first few operators, using Gram-
Schmidt, are

O1 = Trφ− ⟨Trφ⟩
⟨ l1⟩

l1 , O2 = Trφ2 − ⟨Trφ2⟩
⟨ l1⟩

l1 · · · . (5.4)

Here O∆ refers to the R4 operator. Then
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• Just as before in the large k limit the integral can be done via saddle point giving


• Hence


• So finally
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⟨O1Wk⟩ =
[ κ

8π
− ⟨Trφ⟩

⟨ l1⟩

]

⟨Wk⟩ , ⟨O2Wk⟩ =
[( κ

8π

)2
− ⟨Trφ2⟩

⟨ l1⟩

]

⟨Wk⟩ · · · . (5.5)

Now, the VEV’s ⟨Trφn⟩
⟨ l1⟩ in the matrix model without the insertion of Wk is proportional to

gn. Expressed in terms of k, this is equal to κ
n
2 k−n. Thus, in limit of large k with fixed κ,

this is suppressed.
It is clear that this argument will hold true for arbitrary operators: the S4 mixing with

lower operators arises through terms with ⟨Trφ∆1 · · ·Trφ∆l⟩, which have no insertion of
Wk and are similarly suppressed in the large k limit (here we assume ∆i ≪ k). Hence we
obtain the remarkably simple formula

⟨O∆ Wk⟩ =
( κ

8π

)∆
⟨Wk⟩ , (5.6)

for any CPO of dimension ∆. As a sanity check of this formula, one may compute

⟨O2Wk⟩ =
∂

∂x
(ZN⟨Wk⟩) =

( κ

8π

)2
⟨Wk⟩ , x = −8π2

g2
; (5.7)

up to 1
k corrections.

It should be noted that O∆ in (5.6) is normalized such that (see e.g. [31])

⟨O∆(x)O∆(0)⟩ =
C∆

|x|2∆
, C∆ ≡ ∆λ∆

(2π)2∆
. (5.8)

Introduce now Ô∆ = C
− 1

2
∆ O∆, so that the CPO’s have a “canonical” normalization
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This can be compared with the similar formula derived for the multiply wound fundamental
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• A similar double scaling limit holds in general N=2 theories. For instance, for N=2*


• Introducing the same variables

6 N = 2∗ theory

The method for computing ⟨Wk⟩ at large k, fixed N , used in the previous sections for
the N = 4 theory can be extended to any N = 2 theory. As an example, here we shall
consider the N = 2∗ theory, defined as usual by giving a mass M to the hypermultiplet.
In this theory the coupling constant does not run and it is a parameter that characterizes
the theory. The N = 2∗ theory was thoroughly studied using supersymmetric localization
in a series of papers, starting with [35, 36]. It was found that, in the decompactification
limit where the radius R of S4 goes to infinity, the large N theory undergoes an infinite
number of phase transitions as the ’t Hooft coupling is varied from 0 to infinity.

The first phase transition occurs at λc
∼= 35.4; then there is a second phase transition

occurring at λ ∼= 83, a third phase transition at λ ∼= 150, followed by an infinite sequence of
phase transitions, which for large λ occur at critical values λ ≈ n2π2, with integer n ≫ 1.
The SU(2) theory does not have phase transitions [37]. However, for any finite N > 2,
there is evidence that at least the first transition must occur at the same λc

∼= 35.4 [38].
Similar phase transitions are generically expected in massive N = 2 theories. Another
example is provided by massive SQED with Nf < 2N at large N [36] as well as for any
SU(N) gauge group with N ≥ 2 [37, 39, 40].

In the limit considered in this paper, with g → 0 and N fixed, the ’t Hooft coupling
λ = g2N vanishes. Therefore the above phase transitions do not occur. An interesting
question is whether there could still be phase transitions for the one-dimensional defect
theory defined by the insertion of Wk, at critical values of the parameter κ ≡ kg2.

The VEV of the Wilson loop for gauge group U(N) is now

⟨Wk⟩N=2∗ =
1

ZN=2∗

∫

dNa
∏

k<l

(ak−al)
2 Z1−loop e

− 8π2

g2

∑N
m=1 a

2
m

e2π(k+N−1) aN

∏

j≠N

(

e2πaN − e2πaj
) . (6.1)

where we have omitted the instanton factor as this is suppressed in the double-scaling
limit (2.14). The one-loop factor is given by (2.5). The integrals can be computed by
following the same procedure as in the N = 4 case. We first separate the factors with aN
dependence. Then (6.1) becomes

⟨Wk⟩N=2∗ =
1

ZN=2∗

∫

dNa
N−1
∏

i<j

(ai − aj)2H(ai − aj)2

H(ai − aj +M)H(ai − aj −M)
e
− 8π2

g2

∑N−1
m=1 a

2
m

e
k2g2

8

(

1+N−1
k

)2 N−1
∏

i=1

(ai − aN )2H(ai − aN)2

H(ai − aN +M)H(ai − aN −M)

e
− 8π2

g2
(aN−a∗N )2

∏

j≠N

(

e2πaN − e2πaj
) , (6.2)

where a∗N = κ/(8π) just as in the N = 4 case. Next, we introduce new integration variables
xi = ai/g, i = 1, ..., N − 1 and expand the factors in the integrand depending on xi in
powers of g. In the limit g → 0, we are left with the leading term, which, in terms of the
original variables ai, reads

16⟨Wk⟩N=2∗ =
e

kκ
8

(

1+N−1
k

)2

ZN=2∗

∫

dN−1a
N−1
∏

i<j

(ai − aj)2H(ai − aj)2

H(ai − aj +M)H(ai − aj −M)
e−

8π2k
κ

∑N−1
m=1 a

2
m

∫

daN
( H(aN)2

H(aN +M)H(aN −M)

)N−1 ( a2N
e2πaN − 1

)N−1

e−k 8π2

κ
(aN−a∗N )2 , (6.3)

where κ ≡ g2k. In the first line we recognize the partition function for the N = 2∗ theory
with gauge group U(N − 1). In turn, the integral in the second line can be easily done
through saddle point. Collecting all factors

⟨Wk⟩N=2∗ =
ZU(N−1)

N=2∗

ZU(N−1)
N=4

ZU(N)
N=4

ZU(N)
N=2∗

( H(a∗N)
2

H(a∗N +M)H(a∗N −M)

)N−1
⟨Wk⟩N=4 . (6.4)

Similarly, in the g → 0 limit, one has

ZU(N)
N=2∗ =

N
∏

i<j

1

H(M)2

∫

dNa
N
∏

i<j

(ai − aj)
2 e−

8π2k
κ

∑N
m=1 a

2
m =

ZU(N)
N=4

H(M)N(N−1)
. (6.5)

Thus we finally obtain

⟨Wk⟩N=2∗ =
( H(a∗N)

2H(M)2

H(a∗N +M)H(a∗N −M)

)N−1
⟨Wk⟩N=4 . (6.6)

This is the main result of this section.

Note that f ≡ − log⟨Wk⟩N=2∗ represents the free energy of the one-dimensional defect
theory on S1. An interesting question regards the behavior of f as a function of κ. In
particular, whether f(κ) exhibits non-analytic behavior in the infinite volume theory.

The decompactification limit corresponds to sending MR → ∞, R being the radius
of the four-sphere. The dependence on R is restored by M → MR, a∗N → Ra∗N , i.e.
a∗N = κ/(8πR). The expansion of the function H(x) for large argument is derived from
the asymptotic expansion of the Barnes G-function. One finds

logH(x) = −1

2
x2 log x2 +

(

1

2
− γ

)

x2 +O(log x2) . (6.7)

Thus

log⟨Wk⟩N=2∗ ≈ log⟨Wk⟩N=4 + 2(N − 1) logH(a∗N)−
1

2
(N − 1)R2

[

2M2 log(MR)2

− (M − a∗N)
2 log(M − a∗N)

2R2 − (M + a∗N)
2 log(M + a∗N )

2R2
]

+ (1− 2γ)(N − 1)(Ra∗N)
2 . (6.8)
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• In the same double scaling limit at large k one then finds


• It is interesting to look to the decompatification limit of large MR. N=2* 
undergoes a sequence of phase transitions…what about the large k loop? One 
finds
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• This suggests a potential non-analytic behavior at a* of order M. But this 
corresponds to


• …so this happens “infinitely far away”: no phase transitions for this 
observable


• All in all, in the decompactification limit

A potential non-analytic behavior is at a∗N = ±M , that is, κ = 8πMR. Since R → ∞,
this point is not reached for any finite κ. Indeed, at large R, a∗ is small compared to M ,
so in R4 we effectively have

log⟨Wk⟩N=2∗ −→ log⟨Wk⟩N=4 + (N − 1)

(

2 logH(
κ

8π
) +

κ2

32π2

[

2− γ + log
(

MR
)

]

)

.

(6.9)
where log⟨Wk⟩N=4 is the function of κ given in (4.7). Note the logarithmic infrared diver-
gence, which is due to the presence of massless particles. The resulting “free energy” f of
the defect theory is a smooth function of κ.

In conclusion, we have computed ⟨Wk⟩ in the large k limit for the N = 2∗ U(N) theory
on S4. The resulting expression (6.6) exhibits an interesting interplay between the two
scales a∗N = κ/(8πR) and M . At infinite volume, one has a∗/M → 0 and the VEV of the
loop becomes identical to the case of the N = 4 theory computed in previous sections.
Consequently, the associated free energy f(κ) = − log⟨Wk⟩N=2∗ of the defect theory does
not exhibit non-analytic behavior.

7 Discussion

In this note we have studied circular Wilson loops in the k-symmetric representation in 4d
N = 2 theories with gauge group U(N) or SU(N) using a double-scaling limit. This limit
gives rise to exact results for any finite N , which include all perturbative contributions.
Gauge instanton contributions exponentially vanish in the limit. The VEV of the Wilson
loop contains contributions from the 1-loop determinant, which is generically expressed in
terms of Barnes G-functions (see (6.6) for the case of the N = 2∗ theory). The resulting
formula represents the resummation of infinitely many Feynman diagrams in standard
perturbation theory.

The limit studied here corresponds to k → ∞ while κ ≡ g2k fixed at finite N . Effec-
tively, this implies k ≫ N . Clearly, this is different from taking the large N limit at fixed
k/N , but there is a region of overlapping. Indeed, one can study the large N behavior of
the expressions obtained by the double-scaling limit (2.14), as long as N

k ≪ 1. For the
U(N) N = 4 SYM theory, we have found agreement with the most familiar large N limit
at fixed k/N , which has been studied in the literature, both from the QFT matrix model
perspective and holographically.

An interesting aspect of the limit at fixed N discussed here is that it distinguishes
between the U(N) and the SU(N) theory, even if N ≫ 1; see (4.24). This result opens
the door to new precision tests of holography, as it can be used to probe holographic
properties of the diagonal U(1) in U(N). In particular, it would be very interesting to see
if the SU(N) result, including the (leading!) prefactor in (4.24), can be recovered using
holography, upon adding the suitable boundary conditions. The idea is as follows. Recall
that the global properties of the gauge group are encoded in the topological sector of Type
IIB supergravity on AdS5 after reduction on the S5. This results on a BF theory in the
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Defects in WF
• Using the same strategy we can also study lines in the WF fixed point near d=4, 

6d.


• For instance, consider O(2N+1) near d=4


• One may imagine the trivial line along one direction. It admits a deformation

large n, as well as correlation functions for parallel defects. In section 3 we turn to surface
defects in the O(2N) theory near d = 6 using the cubic model in [12]. The defects that we
consider preserve the O(2N) global symmetry. In the scaling limit, we compute the defect
beta function and identify a fixed point. The profile of the defect recovers also in this case
the expected functional form. We then compute correlation functions of n-fold symmetric
operators for large n as well as correlation functions for defects themselves. In order not
to clutter the presentation, we relegate to the appendices A and B.2-B.7 the details of the
computations. Moreover, B.1 contains a summary of the relevant Fourier-transformation
formulae.

2 Line defects near d = 4 in a scaling limit

The starting point is the theory described by (we work in the euclidean and use conventions
as in [31])
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of dimension dT = d � 1 with d = 4 � ✏– supported at ~z, being ~z the location of the line
defect in the transverse space. In the nomenclature of [8], this is the pinning field defect.
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This motivates to consider the limit in which h ! 1 whith gh
2 fixed. This results in

a new semiclassical approximation where h acts as ~�1 and the fixed quantity gh
2 acts
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• Also a similar double-scaling limit exists


• Can be interpreted as effective description of large spin impurities in magnets
Cuomo, Komargodski, Mezei & Raviv-Moshe

Arias-Tamargo, Russo & R-G,
Watanabe,
Badel, Cuomo, Monin & Rattazzi,
Hellerman, Orlando, Re�ert et al.

D.R-G.



• Assume


• Then


• So imagine taking large n with everything else fixed: use saddle point. The 
only relevant eq. can be easily solved


• Finally

as a coupling which allows for a perturbative treatment of the quartic interaction.2 To
systematize the expansion it is useful to introduce a parameter n and write ' =

p
n�,

g = �
n and h = ⌫

p
n. Then

hD(~z)i =

Z
e
�nSe↵ , Se↵ =

Z
1

2
|@~�|

2 +
�

4
(~�2)2 + ⌫�

2N+1
�T (~x� ~z) . (6)

Note that introducing the parameter n allows to make natural contact with [8], where it
is argued that the pinning defect emerges as a large spin limit of an impurity in the O(N)
model.

We now take the triple-scaling limit where n to infinity with fixed � and ⌫. In this
regime we can approximate the partition function by the saddle point value

hD(~z)i = e
�nSe↵ , (7)

where now Se↵ is to be evaluated on the saddle point, whose identification is our next task.
The saddle point equations for Se↵ are

@
2
�
a
� �~�

2
�
a
� ⌫ �T (~x� ~z)�a,2N+1 = 0 . (8)

For a 6= 2N + 1 the solution is �a = 0. In turn, for a = 2N + 1 we need to solve

@
2
�
2N+1

� �(�2N+1)3 � ⌫ �T (~x� ~z) = 0 . (9)

Assuming � ⌧ 1, we can solve this equation in perturbation theory.3 To first order

@
2
�
2N+1

� ⌫ �T (~x� ~z) = 0 , (10)

whose solution is

�
2N+1 = �⌫

Z
dy G(x� y)�T (~y � ~z) . (11)

We now need to evaluate the action on-shell. Using the equations of motion Se↵ can
be massaged into (see appendix A for further details)

Se↵ =
⌫

2

Z
�
2N+1

�T (~x� ~z) +
�

4

Z
(�2N+1)4 . (12)

2Note that in this limit the defect comes with strength one. Nevertheless, this presents no technical
problem, since, as we will see below, the semiclassical equations of motion can be exactly solved in the
defect. One may imagine an alternative limit, where one re-scales ~' = g�

1
2 ~' and keeps fixed h

p
g. However

in this limit the leftover coupling controls the defect insertion, and one would need to exactly take into
account the quartic interaction.

3As discussed above, really the expansion parameter is gh2 = �⌫2. Thus, to be fully precise we should
demand �⌫2 ⌧ 1.
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The integrals can be done (see appendix B.2 for details of the computation), finding

Se↵ =
⇣
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2

2
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�⌫
4

128⇡2✏
+

�⌫
4

128⇡2
(3� �E + log(4⇡))

⌘ Z
dx

0

Z
d
d�1

~p

(2⇡)d�1

1

~p2

�
�⌫

4

128⇡2

Z
dx

0

Z
d
d�1

~p

(2⇡)d�1

log |p|2

~p2
. (13)

Regulating the time integral as
R
dx

0 = T , we may write

Se↵ =
⇣
�

⌫
2

2
+

�⌫
4

128⇡2✏
+

�⌫
4

128⇡2
(3� �E + log(4⇡))
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T
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d
d�1

~p
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1

~p2
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�⌫

4

128⇡2
T

Z
d
d�1

~p

(2⇡)d�1

log |p|2

~p2
. (14)

Let us now agree to use Minimal Substraction (MS) to renormalize the divergences of
Se↵ . We then define a renormalized coupling

⌫ = ⌫R +
�⌫

3
R

32⇡2✏
, (15)

Re-storing now the factors of the renormalization scale

⌫ = µ
✏
2

⇣
⌫R +

�⌫
3
R

2(4⇡)2✏

⌘
, (16)

Note that this agrees with [7] upon taking into account the di↵erent conventions.
Since ⌫ cannot depend on the arbitrary scale µ, it must be that µ d⌫

dµ = 0. Given that,
to this order, � = �R and �� = �✏�R this leads to

µ
d⌫R

dµ
= �

✏

2
⌫R +

�⌫
3
R

(4⇡)2
. (17)

This beta function has a zero at

⌫
2
R =

8⇡2

�
✏ , (18)

which corresponds to the fixed point of the defect theory.
The defect fixed point given by (18) holds irrespective of whether the bulk theory is

tuned to its fixed point. If we do so, using (2), one has

⌫
2
R =

2N + 9

n
. (19)

Thus, the leading contribution of the defect gives rise to terms subleading in n. Note
that the computation is exact in ⌫, and thus it is valid as long as � provides a good loop
counting parameter.

7



• Since


• We can use this to define the renormalized coupling


• We can compute the beta function, which shows a fixed point


• …where

2.1 The defect profile

From the definition of hDi it is clear that

1

hDi

d

d⌫
hDi = �n

Z
h�

2N+1
i �T (~x� ~z) . (20)

In turn, using (14) and (15), we can explicitly compute the LHS. After some massage, we
find

Z
dxh�

2N+1
i�T (~x�~z) = ⌫R

Z
dx

Z
d
d�1

~p

(2⇡)d�1
e
�i~p·~x

n
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~p2
+

�⌫
2
R

32⇡2

3� �E + log(4⇡)� log |p|2

~p2

o
�T (~x�~z) ,

(21)
Of course, the log |~p|2 term has a scale, in which we can re-absorb the finite terms and
write

h�
2N+1

i = ⌫R

Z
d
d�1

~p

(2⇡)d�1
e
�i~p·~x

n
�

1

~p2
�

�⌫
2
R

32⇡2

log |p|2

~p2

o
, (22)

Diagramatically this corresponds to fig.(1).

Figure 1: Diagramatic expansion of (22). We denote by a square the vertex associated to

the defect –represented as a thick line– emitting a �
2N+1 field –represented by a dotted

line– and by a dot the bulk interaction vertex.

Eq.(22) is the expansion of

h�
2N+1

i = �⌫R

Z
d
d�1

~p

(2⇡)d�1

e
�i~p·~x

|~p|
2�

�⌫2
R

16⇡2

. (23)

At the defect fixed point we recover the expected scaling, in agrremeent with eq. (21) in
[11]

h�
2N+1

i = �⌫R

Z
d
d�1

~p

(2⇡)d�1

e
�i~p·~x

|~p|
2� ✏

2
⇠

1

|~xT |
d�2
2

, (24)

where ~xT refers to location in the transverse space.
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that the computation is exact in ⌫, and thus it is valid as long as � provides a good loop
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The defect fixed point given by (18) holds irrespective of whether the bulk theory is

tuned to its fixed point. If we do so, using (2), one has

⌫
2
R =

2N + 9

n
. (19)

Thus, the leading contribution of the defect gives rise to terms subleading in n. Note
that the computation is exact in ⌫, and thus it is valid as long as � provides a good loop
counting parameter.
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2.1 The defect profile

From the definition of hDi it is clear that

1

hDi

d

d⌫
hDi = �n

Z
h�

2N+1
i �T (~x� ~z) . (20)

In turn, using (14) and (15), we can explicitly compute the LHS. After some massage, we
find

Z
dxh�

2N+1
i�T (~x�~z) = ⌫R

Z
dx

Z
d
d�1

~p

(2⇡)d�1
e
�i~p·~x

n
�

1

~p2
+

�⌫
2
R

32⇡2

3� �E + log(4⇡)� log |p|2

~p2

o
�T (~x�~z) ,

(21)
Of course, the log |~p|2 term has a scale, in which we can re-absorb the finite terms and
write

h�
2N+1

i = ⌫R

Z
d
d�1

~p

(2⇡)d�1
e
�i~p·~x

n
�

1

~p2
�

�⌫
2
R

32⇡2

log |p|2

~p2

o
, (22)

Diagramatically this corresponds to fig.(1).

Figure 1: Diagramatic expansion of (22). We denote by a square the vertex associated to

the defect –represented as a thick line– emitting a �
2N+1 field –represented by a dotted

line– and by a dot the bulk interaction vertex.

Eq.(22) is the expansion of

h�
2N+1

i = �⌫R

Z
d
d�1

~p

(2⇡)d�1

e
�i~p·~x

|~p|
2�

�⌫2
R

16⇡2

. (23)

At the defect fixed point we recover the expected scaling, in agrremeent with eq. (21) in
[11]

h�
2N+1

i = �⌫R

Z
d
d�1

~p

(2⇡)d�1

e
�i~p·~x

|~p|
2� ✏

2
⇠

1

|~xT |
d�2
2

, (24)

where ~xT refers to location in the transverse space.
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• One can also compute correlators of defect fields as well as correlators of defects 
themselves. For instance, for the latter


• Assuming the same scaling 


• The saddle point eqs. are


• So finally

hD(z1)D(z2)i =

Z
e
�

R 1
2 |@~'|

2+ g
4 (~'

2)2+h'2N+1 �T (~x�~z1)+h'2N+1 �T (~x�~z2) . (40)

Let us now consider the same triple scaling limit as above. Redefining fields and parameters
one finds

hD(z1)D(z2)i =

Z
e
�nSe↵ , Se↵ =

Z
1

2
|@~�|

2+
�

4
(~�2)2+⌫�

2N+1
�T (~x�~z1)+⌫�

2N+1
�T (~x�~z2) .

(41)
Taking n ! 1 for fixed �, ⌫ the integral can be done through saddle point. For small �
the saddle point equations set �a = 0 for a 6= 2N + 1. For �2N+1 we have

@
2
�
2N+1

� ⌫ �T (~x� ~z1)� ⌫ �T (~x� ~z2) = 0 . (42)

The solution is

�
2N+1 = ⇢1(~x) + ⇢2(~x), ⇢i(~x) = �⌫

Z
dy G(x� y)�T (~y � ~zi) . (43)

Turning to the on-shell action, it can be re-written as4

Se↵ =
⌫

2

Z
⇢1 �T (~x� ~z1) +

�

4

Z
⇢
4
1 +

⌫

2

Z
⇢2 �T (~x� ~z2) +

�

4

Z
⇢
4
1 (44)

+
⌫

2

Z
⇢1�T (~x� ~z2) +

⌫

2

Z
⇢2�T (~x� ~z1) +

�

2

Z
4⇢31⇢2 + 3⇢21⇢

2
2 .

We recognize here the contribution of D(zi) alone and then an interaction term. Thus

hD(z1)D(z2)i = hD(z1)ihD(z2)ie
�nSI , (45)

with

SI =
⌫

2

Z
⇢1�T (~x� ~z2) +

⌫

2

Z
⇢2�T (~x� ~z1) +

�

2

Z
4⇢31⇢2 + 3⇢21⇢

2
2 . (46)

We recognize here the contribution of the diagrams as in fig.(4) below.
The result of the integrations is (see appendix B.4 for further details)

4Note that a priori
R
⇢31⇢2 and

R
⇢1⇢32 seem di↵erent. Denoting i(~z1, ~z2) =

R
⇢31⇢2, the other integral is

i(~z2, ~z1) =
R
⇢32⇢1. However by symmetry i(~z1, ~z2) can only involve |~z1 � ~z2|, so i(~z1, ~z2) = i(~z2, ~z1) (this

can be explicitly seen in the result below). Thus these seemingly di↵erent contributions are actually equal
and thus can be summed up.
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We recognize here the contribution of the diagrams as in fig.(4) below.
The result of the integrations is (see appendix B.4 for further details)
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and thus can be summed up.
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We recognize here the contribution of the diagrams as in fig.(4) below.
The result of the integrations is (see appendix B.4 for further details)
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We recognize here the contribution of the diagrams as in fig.(4) below.
The result of the integrations is (see appendix B.4 for further details)
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We recognize here the contribution of the diagrams as in fig.(4) below.
The result of the integrations is (see appendix B.4 for further details)

4Note that a priori
R
⇢31⇢2 and

R
⇢1⇢32 seem di↵erent. Denoting i(~z1, ~z2) =

R
⇢31⇢2, the other integral is

i(~z2, ~z1) =
R
⇢32⇢1. However by symmetry i(~z1, ~z2) can only involve |~z1 � ~z2|, so i(~z1, ~z2) = i(~z2, ~z1) (this
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12

Figure 4: Diagrams contributing to the correlation function of line defects: a) corresponds

to the O(�0) terms; b) corresponds to the ⇢
3
1⇢2, ⇢1⇢

3
2 contributions; c) corresponds to the

⇢
2
1⇢

2
2 contribution.

SI =
h
�

⌫
2

4⇡

⇣
1 + ✏ log |~z1 � ~z2|+ ✏

�E + log(4⇡)

2

⌘
+

�⌫
4

64⇡3✏
+

3�⌫4

64⇡3
log |~z1 � ~z2|

�
3�⌫4

512⇡
+

3�⌫4

128⇡3
(2 + �E + log(4⇡))

i
T

|~z1 � ~z2|
. (47)

Using (15) to convert the bare couplings in terms of the renormalized couplings, this can
be massaged into

SI = �

⇣
⌫
2
R

4⇡
+
3�⌫4

R

512⇡
�

�⌫
4
R

64⇡3
(3+�E+log(4⇡))

⌘
T

|~z1 � ~z2|

⇣
1�(�✏+

�⌫
2
R

8⇡2
) log |~z1�~z2|

⌘
. (48)

We can regard this as the small � expansion of

SI = �

⇣
⌫
2
R

4⇡
+

3�⌫4
R

512⇡
�

�⌫
4
R

64⇡3
(3 + �E + log(4⇡))

⌘
T

|~z1 � ~z2|
1+(�✏+

�⌫2
R

8⇡2 )
. (49)

This result agrees, upon turning o↵ the interaction, with [33]. At the defect fixed point
the result simplifies, and one finds

SI = �

⇣
⌫
2
R

4⇡
+

3�⌫4
R

512⇡
�

�⌫
4
R

64⇡3
(3 + �E + log(4⇡))

⌘
T

|~z1 � ~z2|
. (50)

3 Surface defects near d = 6 in a scaling limit

Let us consider in d = 6�✏ the theory with O(2N) global symmetry (we follow conventions
of [31])

S =

Z
1

2
|@~'|

2 +
1

2
@⌘

2 +
g1

2
⌘ |~'|

2 +
g2

6
⌘
3
. (51)
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• Near d=6 a similar story holds. Consider the proposed UV completion to the 
quartic theory above 4d


• This is is the UV completion of the quartic theory. Upon Hubbar-Stronovich -
zation this theory is described by


• For the HS field
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As shown in [34] (see also [12]), this theory admits, in perturbation theory, an IR fixed
point for 2N larger than a critical Ncr ⇠ 1038. The precise location of the fixed point is

g1 ? =

r
6 (4⇡)3

2N
✏

⇣
1 +O(

1

N
)
⌘
, g2 ? = 6

r
6 (4⇡)3

2N
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⇣
1 +O(

1

N
)
⌘
. (52)

The IR fixed point of the cubic theory above has been conjectured to correspond to the
completion of the UV fixed point of the quartic theory (1) in d = 4 + ✏ dimensions [12].
This is best studied performing a Hubbard-Stratonovich transformation and then tuning
to the fixed point. The resulting model is described by an action

Squartic =

Z
@~⇠

2 + � ~⇠
2
, (53)

where ~⇠ is a O(N) vector and � a field with a propagator of the form h�(x)�(x)i ⇠ |x|
�4. In

this guise, the conjectured equivalence between the IR/UV fixed point of the cubic/quartic
theory has passed several non-trivial checks, including in the sector of large charge operators
as in [31] (see also [35, 36] and [14]). Nevertheless, the fact that the potential is cubic –
and hence not bounded below– or, alternatively from the quartic model point of view,
has negative coupling at the fixed point, ends uf manifesting in the existence of instanton
corrections giving imaginary parts to anomalous dimensions [13].

In the cubic theory (51) we can imagine inserting a trivial surface defect (that is, sup-
ported on a 2d space). Let us consider our defect along (x4

, x
5) at ~x = (x0

, x
1
, x

2
, x

3) = 0.
We will denote with the subscript || the directions parallel to the defect –the worldvolume–
and with T the directions transverse to the defect. In this case dT = d� 2 with d = 6� ✏.
Then, one may deform the otherwise trivial defect theory with the insertion of

D = e
�h

R
d2x ⌘

. (54)

Note that the defect does not break the O(N) symmetry present in the original theory,
and is, in that respect, di↵erent from the pinning field defect in the nomenclature of [8]. It
is natural to guess that it corresponds, in the quartic theory avatar in eq.(53), to a defect
operator Dquartic = exp(�ĥ

R
d
2
x ~⇠

2).
One could imagine deforming instead with the symmetry-breaking insertion D

0 =
exp(�h

0 R
d
2
x'

2N), which is the direct analog of the deformation in d = 4 � ✏ (which
is, properly speaking, the pinning field defect in the nomenclature of [8]). However, since
there is no potential for ~' alone, this defect would behave as in the free theory (up to
higher corrections in n

�1). For this reason, we restrict to the symmetry-preserving defect
operator in eq.(54).

The defect VEV is

hDi =

Z
e
�Se↵

, (55)

with
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• In the sextic theory one can consider surface defects deformed as


• This does not break the O(N) symmetry. A natural guess in the quartic theory


• Assuming double scaling, we can use saddle point
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Just as in the 4d case, the couplings gi, h allow for interesting limits when the cou-
plings scale relatively in the appropriate way. The most interesting such scaling is when
(~', ⌘) ! h(~', ⌘) while keeping gih fixed, where a new semiclassical limit with h

�1
⇠ ~

emerges controlling gih the cubic interactions and thus allowing for a systematic pertur-
bative expansion. Just as in the 4d case, it is useful to introduce a parameter n and scale
now ~' =

p
n~�, ⌘ =

p
n⇢ while introducing gi

p
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In large n with hi, ⌫ fixed, we can use the saddle point approximation. Moreover, we
will assume h1 ⇠ h2 ⌧ 1.5 Then, the saddle point equations set ~� = 0. As for ⇢, for small
hi, we can keep to leading order

@
2
⇢� ⌫�T (~x) = 0 . (58)

The solution is

⇢ = �⌫

Z
dz G(x� z)�T (~z) . (59)

To evaluate the on-shell action, we need to evaluate, on the saddle point solution (see
appendix A for further details)
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The result is (see appendix B.5 for details)
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where
R
d~x|| = V . Using MS to re-absorb divergences, we introduce

⌫ = ⌫R �
h2⌫

2
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16⇡2✏
. (62)

Recovering explicitly the dependence on the renormalization scale, this is
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. (63)

Using that �h2 = �
✏
2h2 + · · · , we find

5Just as in the 4d case, strictly speaking, the expansion parameter is hi⌫ ⌧ 1.
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• Proceeding as in the 4d case, one can compute the defect beta function


• This has a fixed point at


• One can also compute correlators of defects as well as defect fields…but 
we’ll leave that for another day
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This has a fixed point at

⌫R = �
8⇡2

✏

h2
. (65)

The presence of the defect fixed point holds irrespective of the bulk theory being at its
fixed point. If in addition we tune it to the fixed point

⌫R = �

r
⇡N ✏

108n
. (66)

We again see that the contributions of the defect are subleading in n.
As a by-product, we can also compute the dimension of ⇢̂ following the trick in [37, 7],

finding

�(⇢̂) = 2 +
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2
+O(✏2) . (67)

3.1 The defect profile

We can compute the profile of the defect following the same strategy as in eq.(20). To
begin with, in terms of the renormalized couplings we have
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Therefore, using the same trick as in (20), we now find

Z
dx h⇢i �T (~x) = �V ⌫R
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Diagramatically this corresponds to fig.(5).

Figure 5: Diagramatic expansion of (69). We denote by a square the vertex associated to

the defect –represented as a thick line– emitting a ⇢ field –represented by a dotted line–

and by a dot the bulk interaction vertex.
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Diagramatically this corresponds to fig.(5).

Figure 5: Diagramatic expansion of (69). We denote by a square the vertex associated to

the defect –represented as a thick line– emitting a ⇢ field –represented by a dotted line–

and by a dot the bulk interaction vertex.
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Final comments
• Inspired by the large charge developments, we introduced a double 

scaling limit for defects


• In the WF fixed near 4/6d we considered lines/surfaces: a fixed point 
leading to a dCFT exists


• One can compute correlators of defect operators/defects themselves


• We introduced a novel double scaling limit for the k-fold symmetrized 
Wilson loop

Allows to compute exact observables for finite N in gauge 
theories (free of gauge instantons!) 



• The loop distinguishes U vs SU…can this be seen holographically?


• …maybe one needs to do holography “the other way around”

• U vs SU encoded in a topological BF theory in AdS5…


• …the fluxed D3 dual to the loop would source the RR 2-form…gives rise to boundary term?

Stop = N

�
C2 � dB2

cf. Shota’s talk!!



• The defect on the WF in this limit simplifies…can one study aspects of RG 
flows?

• Perhaps toy models for interesting behaviors (fixed point 
annihilation?)


• Can one study general aspects of RG flows such as entropy 
extremization?


• …



Many thanks!!!


