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The Top Quark
q The unique quark that decays before the hadronization [lifetime ~ 0.5x10-24 sec] 

q Scope of studying the bare quark through its decay products 
q Heaviest known elementary particle

q mtop = 172.76 ± 0.3 GeV/c2 [PDG 2020]
q Known properties within the SM:

q Electric charge +2/3 e
q Strong & electroweak production
q Isospin partner of bottom quark
q Large coupling to the Higgs boson

q Special role in EWSB 
q Br(t→W+b)≈100%
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Why Top cross-section?
ØThe total cross-section for any physics process at the hadron 

collider is convolution of parton-level cross-section and the 
Parton Distribution Functions (PDF):

Ø Inclusive and differential measurements can be the crucial 
probes for SM & BSM physics
ØTest for the perturbative QCD at NNLO precision
ØConstraints on the PDFs further
ØDifferential measurements are sensitive to top mass and 

polarization, αS, PDF, etc.; furthermore, it can scrutinize
different phase space regions

ØDetermination of the SM parameters and measurement of 
the rare processes (tt+W/Z/γ, t+Z, etc.)

ØConstrain New physics: Anomalous couplings, direct 
searches (tt resonances, W’àtb, stop decays…)

tt
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Top quark production modes at LHC
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A particle abundantly produced at the LHC
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Why measuring rare processes?

Precise measurement of t(t̅)+X production:
● Provide a stringent test also of electroweak 

processes
○ Allow to extract SM parameters, as CKM matrix 

elements
● Access to several coupling (tγ,tW,tH) sensitive to new 

physics effects 

11/314-tops
See the talk by 

Mathis Kolb

Covered in this talk
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Decay of Top quark
• SM Br(t→W+b)=100%
• Final states determined through the decay of W±

bosons from top and antitop quarks.
• All jets: 

• lepton+jets:
• Moderately high branching ratio but 

relatively low background
• dilepton:

• Low branching ratio but clean signal
• Similarly different final states for single 

top/electroweak top production
• Dilepton:
• Semileptonic s-channel:

5

tt→bW+bW−→bbqq 'qq '

tt →bW+bW−→bbqq 'l−ν

tt →bW+bW−→bbl+νl−ν

tW−→bW+W−→bl+νl−ν

tb→bW+b→bbl+ν
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LHC Performance

6

� After the glorious Run I, LHC have been operated at √s=13 TeV during 2015-18
� Both ATLAS and CMS have completed Inner detector upgrades during the Extended Year-End 

Technical Stop (EYETS) at the end of 2016 operation; average pileup events increased during 
2017 and 2018 operations 

� LHC performed exceedingly well during Run II and both the detectors have recorded ~150 fb-1 of 
pp collision datasets at √s=13 TeV
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Inclusive     production cross-section

8

tt

Ø Lepton+jets channel analysis based on the full Run 2 dataset
Ø Electron/muon + missing ET, mT

W, ≥ 4 jets, ≥ 1 b-jet
Ø 3 different signal regions (SR) based on # of jets and b-jets
Ø W+jets, single top and multijet QCD are the dominant background

Ø Profile likelihood fits (in separate signal regions) to extract the 
inclusive and fiducial cross-sections:

8 Results

The CC̄ fiducial cross-section is found to be

ffid = 110.7 ± 0.05 (stat.) +4.5
�4.3 (syst.) ± 1.9 (lumi.) pb = 110.7 ± 4.8 pb.

Here, the luminosity uncertainty is obtained by repeating the fit, fixing the corresponding nuisance
parameter, and subtracting in quadrature the resulting uncertainty from the total uncertainty of the nominal
fit. The systematic uncertainty is determined by subtracting in quadrature the statistical uncertainty,
obtained from a fit where all NPs are fixed to the values determined by the fit (post-fit), and the luminosity
uncertainty, from the total uncertainty. Figure 1 displays the post-fit distributions of the observables used
in the fit in each region.
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Figure 1: Post-fit distributions of CC̄ signal and backgrounds compared with data for the observables used in the
fiducial cross-section fit. The hatched bands represent combined statistical and systematic uncertainties, after
propagating the constraints and correlations obtained from the fit to data. All background categories except single top
and ,+jets are combined in one category called Other bkg. The first and last bins contain underflow and overflow
events, respectively.

Figure 2 shows pre- and post-fit distributions of one kinematic variable per region, which is not included in
the fit, demonstrating that the level of agreement between the prediction and the data improves after the fit.
The �T distribution shows a di�erence between prediction and data, which is covered by the uncertainties
both before and after the fit. This feature has no e�ect on the variables used in the fit or on the result.
The e�ect of the residual disagreement in the distribution of the fourth largest jet ?T in SR2, which is not
fully covered by the post-fit uncertainty band, is tested as follows. Pseudo-data are created by reweighting
the detector-level prediction for events passing the selection to match the corresponding distribution in
data in SR2, and the CC̄ cross-section is extracted. No significant impact on the measured cross-section is
observed.

Using the measured fiducial cross-section and the acceptance with its uncertainty from Table 2, and
assuming that the uncertainties of the �fid are not correlated with those obtained in the fit, the CC̄ cross-section
extrapolated to the full phase space is

f
ext
inc = 820 ± 0.4 (stat.) ± 37 (syst.) ± 14 (lumi.) pb = 820 ± 40 pb.
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Figure 1: Post-fit distributions of CC̄ signal and backgrounds compared with data for the observables used in the
fiducial cross-section fit. The hatched bands represent combined statistical and systematic uncertainties, after
propagating the constraints and correlations obtained from the fit to data. All background categories except single top
and ,+jets are combined in one category called Other bkg. The first and last bins contain underflow and overflow
events, respectively.

Figure 2 shows pre- and post-fit distributions of one kinematic variable per region, which is not included in
the fit, demonstrating that the level of agreement between the prediction and the data improves after the fit.
The �T distribution shows a di�erence between prediction and data, which is covered by the uncertainties
both before and after the fit. This feature has no e�ect on the variables used in the fit or on the result.
The e�ect of the residual disagreement in the distribution of the fourth largest jet ?T in SR2, which is not
fully covered by the post-fit uncertainty band, is tested as follows. Pseudo-data are created by reweighting
the detector-level prediction for events passing the selection to match the corresponding distribution in
data in SR2, and the CC̄ cross-section is extracted. No significant impact on the measured cross-section is
observed.

Using the measured fiducial cross-section and the acceptance with its uncertainty from Table 2, and
assuming that the uncertainties of the �fid are not correlated with those obtained in the fit, the CC̄ cross-section
extrapolated to the full phase space is

f
ext
inc = 820 ± 0.4 (stat.) ± 37 (syst.) ± 14 (lumi.) pb = 820 ± 40 pb.
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The CC̄ cross-section in the full phase space, referred to as inclusive cross-section, measured in the dedicated
fit is

finc = 830 ± 0.4 (stat.) ± 36 (syst.) ± 14 (lumi.) pb = 830 ± 38 pb.

The two results are compatible within the uncertainties and are in agreement with the theoretical NNLO +
NNLL prediction for the top-quark mass of 172.5 GeV. The di�erence between the central values arises
from the di�erent assumptions related to the CC̄ modelling uncertainties. For the inclusive measurement,
the alternative models are assumed to have the same f

C C̄
in the full phase space, while for the fiducial

measurement they are assumed to have the same cross-section after applying the fiducial selection. This
results in di�erent normalisation components of the signal modelling uncertainties, leading to di�erent
impacts of these uncertainties on the measured cross-section for the same post-fit values of the corresponding
nuisance parameters.

The dependence of the measured inclusive CC̄ cross-section on <C is determined by repeating the fit to data
after replacing the nominal input CC̄ distributions by those from the samples generated with the same set-up
as the nominal but with <C = 171, 172, 173 and 174 GeV, assuming that the CC̄ modelling uncertainties are
independent of <C . The dependence is found to be 1/finc ⇥ dfinc/d<C = �1.7%/GeV.

Figure 3 presents the ranking of the e�ects of di�erent systematic uncertainties on the inclusive measurement.
The impact of each NP, \, is computed by comparing the nominal best-fit value of finc with the result
of the fit when fixing the considered nuisance parameter to its best-fit value, \̂, shifted by its pre-fit
(post-fit) uncertainties ±�\ (±�\̂). The ranking plot shows that the uncertainty in finc is dominated by
the di�erence in the CC̄ inclusive acceptance and the migration parameter between the nominal and the
alternative parton shower and hadronisation model. The NP corresponding to the migration parameter is
constrained, indicating that the normalisation e�ects of the alternative model vary significantly between
the three regions. In SR1 (SR3), the alternative model predicts 1.4% (2.3%) larger yield while in SR2
it predicts 7.1% smaller yield than in the nominal CC̄ simulation. These variations are much larger than
the data uncertainty and allow the data to constrain this uncertainty. To check that this choice for the
parameterisation of the parton shower systematic uncertainty does not a�ect the result, an alternative
parameterisation is implemented with three normalisation and three shape NPs uncorrelated between three
signal regions. No change in the central value or total uncertainty is observed, while the parameters show
similar level of constraints and pulls as in the baseline fit. Other significant contributions to the uncertainty
arise from the modelling of final-state radiation in SR1 and the top-quark ?T model. As expected, the latter
is pulled towards the NNLO prediction, which is approximated here by a one-dimensional top-quark ?T

reweighting. The uncertainty in the integrated luminosity is the highest-ranked experimental uncertainty.

A breakdown of the contributions from di�erent categories of systematic uncertainties is presented in
Table 3. The largest uncertainties, in both the fiducial and inclusive cross-section measurements, arise from
the shower and hadronisation modelling and the scale variations. The source of the largest experimental
uncertainty is the jet reconstruction category which includes uncertainties from jet identification, calibration,
resolution and the JVT requirement.

Several tests were performed to check the stability of the result. To examine the disagreement between data
and prediction observed in jet ?T spectra as illustrated in Figure 2, the impact of changing the minimum jet
?T requirement was studied by repeating the analysis while selecting events with a minimum jet ?T of
30 GeV and 35 GeV instead of 25 GeV. In both cases, the measured cross-section changed by less than 2%
and did not show a trend depending on the jet ?T cut.

13

Phys. Lett. B 810 (2020), 135797; arXiv: 2006.13076 [hep-ex] 

Table 3: Impact of di�erent categories of systematic uncertainties and data statistics on the fiducial and inclusive
measurements. The quoted values are obtained by repeating the fit, fixing a set of nuisance parameters of the sources
corresponding to the considered category, and subtracting in quadrature the resulting uncertainty from the total
uncertainty of the nominal fit presented in the last line. The total uncertainty is di�erent from the sum in quadrature
of the di�erent components due to correlations between nuisance parameters built by the fit. The categories are
defined in Section 6.

Category
�2fid
2fid

[%]
�2inc
2inc

[%]

Signal modelling

CC̄ shower/hadronisation ±2.8 ±2.9
CC̄ scale variations ±1.4 ±2.0
Top ?T NNLO reweighting ±0.4 ±1.1
CC̄ ⌘damp ±1.5 ±1.4
CC̄ PDF ±1.4 ±1.5

Background modelling

MC background modelling ±1.8 ±2.0
MultÚet background ±0.8 ±0.6

Detector modelling

Jet reconstruction ±2.5 ±2.6
Luminosity ±1.7 ±1.7
Flavour tagging ±1.2 ±1.3
⇢

miss
T + pile-up ±0.3 ±0.3

Muon reconstruction ±0.6 ±0.5
Electron reconstruction ±0.7 ±0.6
Simulation stat. uncertainty ±0.6 ±0.7

Total systematic uncertainty ±4.3 ±4.6
Data statistical uncertainty ±0.05 ±0.05

Total uncertainty ±4.3 ±4.6

9 Conclusion

Measurements of the inclusive and fiducial CC̄ production cross-sections are performed in the lepton+jets
channel using proton–proton collision data at

p
B = 13 TeV recorded by the ATLAS detector at the LHC

during 2015–2018, corresponding to an integrated luminosity of 139 fb�1. The analysis is performed in
three regions requiring di�erent jet multiplicities and di�erent numbers of 1-tagged jets. The CC̄ production
cross-section and its uncertainty are extracted from a profile-likelihood fit to data of the distributions of
discriminating variables in these three regions, assuming <C = 172.5 GeV. The fiducial cross-section is
measured with a precision of 4.3% to beffid = 110.7±4.8 pb = 110.7±0.05 (stat.)+4.5

�4.3 (syst.)±1.9 (lumi.) pb,
and the inclusive cross-section is measured with a precision of 4.6% to be finc = 830 ± 38 pb =
830 ± 0.4 (stat.) ± 36 (syst.) ± 14 (lumi.) pb. The inclusive result is in agreement with the theoretical
NNLO + NNLL QCD calculation as well as with the ATLAS measurement in the electron–muon channel
and with CMS measurements.

15

Dominant systematics
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Inclusive     production cross-section

9

tt
ttbar cross section 

Meenakshi Narain - Blois 2011 16 

 
σ tt( ) = Nevents − Nbkg

εiAiL

Ø Precise cross-section measurements are quite crucial 
Ø Scrutinizes the QCD predictions
Ø Possibility to extract several SM parameters e.g., αs, mtop… 

Ø All inclusive cross-section measurements are consistent with the SM 

LHCTopWG

LHCTopWG
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Figure 10: Di�erential cross-section measurements for the observables related to the kinematics of the top quarks.
The cross-section is shown as a function of (a) pT

tophad, (b) pT
toplep, (c) mt t̄ , (d) |ytophad |, (e) |ytoplep |, (f) |yt t̄ |, (g) Ht t̄

T
and (h) ��(blep, tophad) . In each plot the data are compared to predictions from various MC generators. PWG+PY8
corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample and MCatNLO+PY8 to
the M��G����5_�MC@NLO + P����� sample. The orange band shows the size of the statistical uncertainty and
the yellow band shows the size of the total uncertainty. The lower two panels in each subfigure display the ratios
between the di�erent predictions and the data.
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Figure 10: Di�erential cross-section measurements for the observables related to the kinematics of the top quarks.
The cross-section is shown as a function of (a) pT

tophad, (b) pT
toplep, (c) mt t̄ , (d) |ytophad |, (e) |ytoplep |, (f) |yt t̄ |, (g) Ht t̄

T
and (h) ��(blep, tophad) . In each plot the data are compared to predictions from various MC generators. PWG+PY8
corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample and MCatNLO+PY8 to
the M��G����5_�MC@NLO + P����� sample. The orange band shows the size of the statistical uncertainty and
the yellow band shows the size of the total uncertainty. The lower two panels in each subfigure display the ratios
between the di�erent predictions and the data.
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Figure 10: Di�erential cross-section measurements for the observables related to the kinematics of the top quarks.
The cross-section is shown as a function of (a) pT

tophad, (b) pT
toplep, (c) mt t̄ , (d) |ytophad |, (e) |ytoplep |, (f) |yt t̄ |, (g) Ht t̄

T
and (h) ��(blep, tophad) . In each plot the data are compared to predictions from various MC generators. PWG+PY8
corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample and MCatNLO+PY8 to
the M��G����5_�MC@NLO + P����� sample. The orange band shows the size of the statistical uncertainty and
the yellow band shows the size of the total uncertainty. The lower two panels in each subfigure display the ratios
between the di�erent predictions and the data.
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Figure 10: Di�erential cross-section measurements for the observables related to the kinematics of the top quarks.
The cross-section is shown as a function of (a) pT

tophad, (b) pT
toplep, (c) mt t̄ , (d) |ytophad |, (e) |ytoplep |, (f) |yt t̄ |, (g) Ht t̄

T
and (h) ��(blep, tophad) . In each plot the data are compared to predictions from various MC generators. PWG+PY8
corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample and MCatNLO+PY8 to
the M��G����5_�MC@NLO + P����� sample. The orange band shows the size of the statistical uncertainty and
the yellow band shows the size of the total uncertainty. The lower two panels in each subfigure display the ratios
between the di�erent predictions and the data.
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Ø Lepton+jets channel analysis based on the full 
Run 2 dataset (139 fb-1) using boosted objects
Ø Isolated electron/muon
Ø Large-R (ΔR=1.0) hadronic top 

reconstruction with pT (hadronic top) > 355 
GeV & |η|<2.0

Ø ≥2 b-tagged jets
Ø In-situ JES correction to reduce the JES 

uncertainty
Ø Measured Fiducial cross-section:

Ø σFid = 1.267 ± 0.0005 (stat) ± 0.053 (syst) pb
Ø In agreement with the SM expectations
Ø Relative precision of 4.2% 

Ø Differential cross-section
Ø Measured as functions of the observables 

in fiducial regions
Ø Limited by the systematics

Ø Leading ones stem from tt-modelling, b-
tagging, luminosity
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Inclusive & Differential σ (    ) in full kinematic range

11

tt
arXiv:2108.02803 [hep-ex]

Ø Measurements of differential and double-differential cross-section on the l+jets events using full Run 2 
dataset (137 fb-1) – both boosted and resolved categories are included

Ø Boosted leptonic (tl)  and hadronic (th) tops are defined using the cone of ΔR = 0.4 and 0.8 respectively
Ø In addition, the invariant mass requirement for tl (120-240)  and hadronic th (>120) 
Ø NN discrimination separately for tl and th against the respective backgrounds in different pT ranges

Ø 18 categories of events are fitted together to extract the unfolded cross-sections (represented at the 
particle and parton levels)
Ø Differential σ as functions several parton-level observables viz., top (leptonic/hadronic) pT, rapidity 

(y) , angular separation (Δφ) between top and antitop, etc.
Ø Double differential cross-sections as functions of combinations of the above variables
Ø Inclusive cross-section : 

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2021-135
2021/08/09

CMS-TOP-20-001

Measurement of differential tt production cross sections in
the full kinematic range using lepton+jets events from

proton-proton collisions at
p

s = 13 TeV

The CMS Collaboration*

Abstract

Measurements of differential and double-differential cross sections of top quark pair
(tt) production are presented in the lepton+jets channels with a single electron or
muon and jets in the final state. The analysis combines for the first time signatures of
top quarks with low transverse momentum pT, where the top quark decay products
can be identified as separated jets and isolated leptons, and with high pT, where the
decay products are collimated and overlap. The measurements are based on proton-
proton collision data at

p
s = 13 TeV collected by the CMS experiment at the LHC,

corresponding to an integrated luminosity of 137 fb�1. The cross sections are pre-
sented at the parton and particle levels, where the latter minimizes extrapolations
based on theoretical assumptions. Most of the measured differential cross sections
are well described by standard model predictions with the exception of some double-
differential distributions. The inclusive tt production cross section is measured to be
stt = 791 ± 25 pb, which constitutes the most precise measurement in the lepton+jets
channel to date.

Submitted to Physical Review D
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Figure 21: Double-differential cross section at the parton level as a function of pT(th) vs. |y(th)|.
The data are shown as points with gray (yellow) bands indicating the statistical (statistical
and systematic) uncertainties. The cross sections are compared to the predictions of POWHEG
combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5 aMC@NLO
(MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of
the various predictions to the measured cross sections are shown in the lower panels.
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Figure 16: Differential cross sections at the particle level as a function of pT(th), pT(t`), pT(thigh),
pT(tlow), and ST. The data are shown as points with gray (yellow) bands indicating the statisti-
cal (statistical and systematic) uncertainties. The cross sections are compared to the predictions
of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7),
and the multiparton simulation MG5 aMC@NLO (MG)+PYTHIA. The ratios of the various pre-
dictions to the measured cross sections are shown in the lower panels.
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Figure 16: Differential cross sections at the particle level as a function of pT(th), pT(t`), pT(thigh),
pT(tlow), and ST. The data are shown as points with gray (yellow) bands indicating the statisti-
cal (statistical and systematic) uncertainties. The cross sections are compared to the predictions
of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7),
and the multiparton simulation MG5 aMC@NLO (MG)+PYTHIA. The ratios of the various pre-
dictions to the measured cross sections are shown in the lower panels.
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Figure 23: Double-differential cross section at the parton level as a function of m(tt) vs. |y(tt)|.
The data are shown as points with gray (yellow) bands indicating the statistical (statistical
and systematic) uncertainties. The cross sections are compared to the predictions of POWHEG
combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5 aMC@NLO
(MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of
the various predictions to the measured cross sections are shown in the lower panels.
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Differential σ (    ) using boosted top quarks

12

tt
Phys. Rev. D 103 (2021) 052008, arXiv:2008.07860 [hep-ex]

Ø Measurements performed on the all-hadronic and l+jets events using 35.9 fb-1 2016 dataset
Ø Using 1/2 large-R jets (pT>400 GeV), b-tagging

Ø Dedicated fit in the side-band regions 
Ø All hadronic channel: to extract the QCD normalization after NN separation
Ø L+jets: to extract background normalization

Ø Good agreement on normalized spectra; unfolded σ extracted at particle and parton level
Ø Dominant systematics: JES and b-tagging (All hadronic); PS, FSR (l+jets)
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Figure 19: Differential cross section measurements at the particle level, as a function of the
particle-level t jet pT (upper row) and |y| (lower row) for the `+jets channel. Both absolute (left
column) and normalized (right column) cross sections are shown. The lower panel shows the
ratio (MC/data)�1. The vertical bars on the data and in the ratio represent the statistical un-
certainty in data, while the shaded band shows the total statistical and systematic uncertainty
added in quadrature. The hatched bands show the statistical uncertainty of the MC samples.
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Differential tW Measurements (dilepton)
CMS-PAS-TOP-19-003

Ø Differential Measurements in dilepton events
Ø e, μ, 1 jet and 1 b-jet, no loose jets to enhance S/B ratio

Ø Background MC estimated and subtracted
Ø σtW is measured at the particle-level
Ø Dominant uncertainty from JES and JER

14
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Observation of  tW (e/μ+jets)
JHEP (submitted in Sept’21); axXiv:2109.01706[hep-ex]

Ø Differential Measurements in lepton+jets events using 36 fb-1 2016 dataset
Ø e/μ, 3 jets and ≥1 b-jet; event categorization based on # of jets

Ø Usage of boosted decision trees to separate from the tt background and binned likelihood fit of the BDT 
output distribution to extract the production cross-section 

Ø First observation of tW process (in e/μ+jets) with significance >5  standard deviation
Ø σ tW = 89 ± 4 (stat) ± 12 (syst) pb consistent with the SM

Ø Dominant uncertainty from JES, QCD multijet and W+jets normalization
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Figure 4: BDT discriminant in the signal region for the muon (left) and electron (right) chan-
nels for the (from upper to lower) 3j, 2j and 4j regions. The upper 3j region is considered the
nominal signal region, while the remaining 2j and 4j regions are considered control regions,
enhanced in W+jets and QCD multijet, and tt background events, respectively. The shape of
the discriminant for the tW signal multiplied by 10 is overlayed. The signal and backgrounds
have been scaled with the results of the fit. The lower panel shows the ratio of observed data
to the prediction for signal and background. In both panels the hatched regions show the total
uncertainty of the prediction.
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Differential tW cross-section measurements
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Figure 4: Comparison of data and MC predictions for the BDT response in the signal region. The tW signal is
normalised with the measured fiducial cross-section. Uncertainty bands reflect the total systematic uncertainties.
The first and last bins contain underflow and overflow events, respectively.

procedure is then described by the expression for the number of unfolded events in bin i (Nufd
i ) of the

particle-level distribution:
Nufd
i =

1
Ce�
i

’
j

M�1
i j Coof

j (Ndata
j � Bj),

where i ( j) indicates the bin at particle (reconstruction) level, Ndata
j is the number of events in data and Bj

is the sum of all background contributions. Table 3 gives the number of iterations used for each observable
in this unfolding step. The bias is defined as the di�erence between the unfolded and true values. The
number of iterations is chosen to minimise the growth of the statistical uncertainty propagated through
the unfolding procedure while operating in a regime where the bias is su�ciently independent of the
number of iterations. The optimal number of iterations is small for most observables, but a larger number
is picked for E(b), where larger o�-diagonal elements of the migration matrix cause slower convergence
of the method.

The list of observables chosen was also checked for shaping induced by the requirement on the BDT
response, since strong shaping can make the unfolding unstable. These shaping e�ects were found to
be consistently well-described by the various MC models considered. Any residual di�erences in the
predictions of di�erent MC event generators would increase MC modelling uncertainties, thus ensuring
shaping e�ects of the BDT are covered by the total uncertainties.

Unfolded event yields Nufd
i are converted to cross-section values as a function of an observable X using

the expression:
d�i
dX
=

Nufd
i

L�i
,

where L is the integrated luminosity of the data sample and �i is the width of bin i of the particle-level
distribution. Di�erential cross-sections are divided by the fiducial cross-section to create a normalised
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Figure 5: Normalised di�erential cross-sections unfolded from data, compared with selected MC models, with
respect to E(b), m(`1b), m(`2b), and E(``b). Data points are placed at the horizontal centre of each bin, and the
error bars on the data points show the statistical uncertainties. The total uncertainty in the first bin of the m(`1b)
distribution (not shown) is 140%. See Section 1 for a description of the observables plotted.
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Figure 5: Normalised di�erential cross-sections unfolded from data, compared with selected MC models, with
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Ø In dilepton events using 36 fb-1 2016 dataset
Ø Fiducial space defined with 2 OS 

leptons and exactly one 1 b-jet 
Ø Usage of boosted decision trees (BDT) to 

separate tW from the tt background
Ø Differential measurement performed as 

functions of several observables at 
particle-level, normalized to the fiducial 
cross-section
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Summary of Single Top cross-section at LHC
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Inclusive and Differential tZq cross-section measurements 

18

CMS-PAS-TOP-20-010

q Measurement in tri-lepton channel using the full Run 2 dataset (138 fb-1)
8. Measurements of the differential cross sections and the spin asymmetry 19
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Figure 10: Measured values of the inclusive tZq cross section signal strength µ, the top quark
and antiquark cross section signal strengths µtZq(`+t ) and µtZq(`�t ), and their ratio R. The black
points show the central values, while the blue and yellow bands refer to the statistical and total
uncertainties, respectively.

k 2 {1, 2, ...}, where generator here corresponds to truth information at either the parton or
particle levels, defined in the next section. The unfolding procedure accounts for the finite
resolution and limited acceptance of the detector and, at parton level, for hadronization effects.
Compared to the inclusive measurement, not one but multiple signal parameters associated
with the different generator-level bins are extracted in a multidimensional maximum likelihood
fit. The first term in Eq. 4 is therefore replaced by a sum over signal contributions from the
generator-level bins,

si

⇣
stZq, ~q

⌘
! Â

k

si, k

⇣
stZq, k, ~q

⌘
. (5)

To extract the signal in multiple kinematic regions requires not only the separation between the
tZq and background processes, but also the separation of the signal from different generator-
level bins. For this reason, a different categorization of events in the signal region with respect
to the inclusive measurement and a more elaborate MVA have been developed.

8.1 Parton and particle level definitions

The binning of the various observables at the generator level is optimized based on a trade-off
between the expected number of tZq events in each bin at the detector level, the bin width,
and the stability and purity of the response matrix that relates the truth distributions to distri-
butions at the detector level in the simulated tZq signal. The stability si is defined based on all
reconstructed events as the fraction of events from a generator-level bin yi that are observed in
the corresponding detector-level bin xi:

si =
N(events in xi and yi)

N(events in yi)
. (6)

14

y
exp
i

⇣
stZq, ~w, ~q

⌘
= si

⇣
stZq, ~q

⌘
+ Â

j

bi,j

⇣
wj, ~q

⌘
, (4)

where si is the expected number of tZq events in the i
th bin, which depends on the targeted

cross section stZq and the associated uncertainties ~q. The variable bi,j denotes the number of
expected events from the j

th background process in the i
th bin, which depends on its normal-

ization wj and the corresponding uncertainties~q.

The fit is performed simultaneously for all considered data-taking years and defined event cat-
egories. The corresponding BDT discriminant distributions are shown in Fig. 7. The control
regions that were discussed in Section 5 are included in the fit, which allows a better constraint
of the relevant systematic uncertainties in the background processes, especially their normal-
izations.

All sources of systematic uncertainties that were discussed in Section 6 are treated as nuisance
parameters in the fit, with a consistent treatment of all correlations between various uncertain-
ties.

7.2 Results

The predicted cross section for the tZq process, where the Z boson decays to a pair of electrons,
muons or tau leptons, is sSM

tZq = 94.2 +1.9
�1.8 (scale) ± 2.5 (PDF) fb [8]. The calculation is performed

at NLO in the 5FS and also includes nonresonant lepton-pair production with m`` 0 > 30 GeV.
The theoretical systematic uncertainty in the prediction accounts for the QCD renormalization
and factorization scales, and the PDFs.

The signal strength, defined as the ratio of the observed to the predicted tZq cross sections, is
measured to be

µ =
stZq

sSM
tZq

= 0.933 +0.080
�0.077 (stat) +0.078

�0.064 (syst) ,

corresponding to the measured cross section of

stZq = 87.9 +7.5
�7.3 (stat) +7.3

�6.0 (syst) fb .

Combining the statistical and systematic uncertainties in quadrature, the measured tZq cross
section has a precision of 11%. This is an improvement over the previous CMS result [2] with a
precision of 14%, due to the smaller integrated luminosity of 77 fb�1 in the earlier result, and of
15% from the recent ATLAS measurement [1]. The improvement with respect to ATLAS comes
from a broader definition of the signal by including events with two or more b-tagged jets,
and events with at least four selected jets. The latter category, whose distributions are shown
in the middle plots of Fig. 7, provides an important contribution to the improved sensitivity
of this measurement. An additional gain in sensitivity is associated with an improved perfor-
mance of the prompt lepton MVA and the looser selection criteria applied to this discriminant.
The loosening of the lepton MVA selection criteria allowed better constraints on the relevant
systematic uncertainties in the nonprompt-lepton background prediction using the dedicated
control regions.

8. Measurements of the differential cross sections and the spin asymmetry 17

acceptance effects (combined and labeled as “detector level”) can affect the shape and normal-
ization of the measured distributions in comparison to the simulated ones. The good agreement
between the measured and simulated distributions in the figure shows that these possible ef-
fects are not a problem. Furthermore, the number of events in the data associated with the tZq
process shows that a differential cross section measurement is possible, once the detector-level
effects are corrected for, as described in Section 8.

In addition to the measurement of the inclusive tZq cross section, the determination of the ratio
R of the production cross sections of a top quark (tZq(`+t )) and of a top antiquark (tZq(`�t )),
is shown in Fig. 10. The measured signal strengths for the separate top quark and antiquark
cross sections are:

µtZq(`+t ) = 1.02 +0.10
�0.09 (stat) +0.07

�0.06 (syst) ,

µtZq(`�t ) = 0.79 +0.15
�0.14 (stat) +0.09

�0.08 (syst) .

Using the SM predictions for the cross sections, these signal strengths translate into:

stZq(`+t ) = 62.2 +5.9
�5.7 (stat) +4.4

�3.7 (syst) fb ,

st Zq(`�t ) = 26.1 +4.8
�4.6 (stat) +3.0

�2.8 (syst) fb ,

R = 2.37 +0.56
�0.42 (stat) +0.27

�0.13 (syst) .

These results, though dominated by the statistical uncertainties, show promise for a future
precise determination of the top quark to antiquark production cross section ratio in the rare
process tZq, similarly to what has already been obtained for t-channel single top quark pro-
duction [51].

8 Measurements of the differential cross sections and the spin
asymmetry

Differential tZq cross section measurements are performed as a function of several observables
at the parton and particle levels, defined in Section 8.1. The selected observables are potentially
sensitive to beyond-SM effects and can provide information on the modeling of the tZq pro-
cess. Observables based only on lepton kinematics only are the transverse momentum of the
Z boson, pT(Z), as well as of the lepton from the top quark, pT(`t), the invariant mass of the
three leptons, m(3`), and the difference in azimuthal angle between the two leptons from the Z
boson decay, Df(`, ` 0). Other variables used rely on the top quark reconstruction and include
top quark polarization angle, cos(q?pol), and the invariant mass of the top-Z system, m(t, Z), re-
lying on the top quark reconstruction. The last two observables are the transverse momentum
and absolute pseudorapidity of the jet from the hadronization of the spectator quark, pT(j0) and
|h|(j0), which are measured at the particle level.

A likelihood-based unfolding procedure is performed to measure the cross section stZq, k, in
each kinematic region separately. Each kinematic region is defined by one generator-level bin
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Figure 14: Absolute differential cross sections as a function of pT(Z) measured at parton (upper
left) and particle levels (upper right), as well as a function of pT(j0) (lower left) and |h|(j0) (lower
right) at particle level. The observed values are shown as black points with the inner and outer
vertical bars giving the systematic and total uncertainties, respectively. The SM predictions
for the tZq process are based on events simulated in the 5FS (green) and 4FS (blue) and the
p-values of c2 tests are given to quantify their compatibility with the measurement. The lower
panels show the ratio of the MC prediction to the measurement.

Ø Differential σtZq is measured for both at particle-level and at
parton-level using ML-based unfolding
Ø Results are in good agreement with the SM
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Observation of tZq process at √s=13 TeV

q Measurement in tri-lepton channel using 
the full Run 2 dataset (138 fb-1)
q Events with 3 isolated leptons, 2-3 jets 
with ≥1 b-tagged jet
q tZq signal strength extracted by ML fit for 
the NN discriminant output
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Figure 3: Comparison between data and prediction (‘Pred.’) after the fit to data (‘Post-Fit’) under the signal-plus-
background hypothesis for the fitted distributions of the neural network output ONN in the SRs (a) 2j1b and (b) 3j1b.
The uncertainty band includes both the statistical and systematic uncertainties as obtained by the fit. The lower panels
show the ratios of the data to the prediction.
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Figure 5: Comparison between data and prediction (‘Pred.’) after the fit to data (‘Post-Fit’) under the signal-plus-
background hypothesis for the reconstructed pT of (a) the top quark and (b) the Z boson in the SR 2j1b, for events
with ONN > 0.4. The uncertainty band includes both the statistical and systematic uncertainties as obtained by the fit.
The rightmost bin includes overflow events. The lower panels show the ratios of the data to the prediction.
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Figure 5: Comparison between data and prediction (‘Pred.’) after the fit to data (‘Post-Fit’) under the signal-plus-
background hypothesis for the reconstructed pT of (a) the top quark and (b) the Z boson in the SR 2j1b, for events
with ONN > 0.4. The uncertainty band includes both the statistical and systematic uncertainties as obtained by the fit.
The rightmost bin includes overflow events. The lower panels show the ratios of the data to the prediction.
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qMeasured σ tZ(→ll) q = 97 ± 13 (stat) ± 7 (syst) fb 
à consistent with the SM prediction of 102-2

+5 fb
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²During the LHC era, the statistics of top quark events in data has reached 
to a new level leading to the ATLAS/CMS measurements at an 
unprecedented precision
²Many new measurements have already been performed/completed 

with the full/partial Run 2 dataset
²Inclusive and differential Cross-section presented here involving strong 

and electroweak production of top quark(s) 
² All the measurements are consistent with the SM predictions

² With the enhanced LHC Run 2 statistics, rare SM processes like tW and tZq
have been observed now by ATLAS and CMS  
²More refined measurements would probe the BSM physics further

² Better understanding of detector effects and physics modelling would 
improve the systematics related to the top quark measurements

Summary & Conclusions
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