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• Commissioning 2022

• Commissioning procedures, checklist tool and experience from 2021 beam test

• Intensity ramp-up 

• Strategy and proposal for 2022

• Ramp-up scenarios after stops of nominal operation

• Intensity limitations

• Major Event Reports

• Machine-protection view on Run 3 

• Conclusions and outlook

Outline
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• As preparation for the beam 

test in 2021 and the 

commissioning in 2022 

→ commissioning procedures 

for the machine-protection 

systems reviewed in the MPP

and necessary updates 

identified

• Note that beam test required 

reduced commissioning, while 

full commissioning and 

validation is needed for 2022

Commissioning procedures
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MPS System MPP 

presentation

Procedure Release date / Comments

Collimation System 21.05. ✓ 889345 v.2.3 V2.3 under approval

Injection Protection System 23.04. ✓ 889343 v.4.0 08.06.2016

Beam Interlock System 19.02. ✓ 889281 v.3.0 21.04.2016

Powering Interlock System 19.02. ✓ 896390 v.4.0 12.02.2016

Vacuum System 26.03. ✓ 896391 v.1.0 03.06.2016

Beam Dump System 23.04. ✓ 896392 v.3.0 02.06.2016

FMCM 19.02. ✓ 896393 v.3.2 02.03.2018

BLM System 30.04. ✓ 896394 v.3.4 Approval closed 13.03.2018

Warm Magnet Interlock System 19.02. ✓ 896395 v.3.0 24.02.2016

Safe Machine Parameter System 19.02. ✓ 1112187 v.1.0 01.08.2016

Software Interlock System 30.04. ✓ 1062498 v.1.3 15.01.2020

TOTEM / CTPPS 21.05. ✓ No procedure -

ARP 21.05. ✓ No procedure -

UPS test - 1773693 v.0.1 Version 31.03.2017, Approval closed 07.2019

Transvers damper (ADT) Tbd In work Commissioning needs to be defined

Beam-Beam Compensator Wire Tbd 2384198 v.0.1 Under approval 11.06.2020. To be finalized.

Beam Charge Change Monitor 19.11. ✓ Draft (Note: not part of 2022 commissioning)

https://edms.cern.ch/document/889345/2.3
https://edms.cern.ch/document/889343/4.0
https://edms.cern.ch/document/889281/3.0
https://edms.cern.ch/document/896390/4.0
https://edms.cern.ch/document/896391/1.0
https://edms.cern.ch/document/896392/3.0
https://edms.cern.ch/document/896393/3.2
https://edms.cern.ch/document/896394/3.4
https://edms.cern.ch/document/896395/3.0
https://edms.cern.ch/document/1112187/1.0
https://edms.cern.ch/document/1062498/1.3
https://edms.cern.ch/document/1773693/
https://edms.cern.ch/document/2384198/0.1


• Commissioning tasks were implemented in the new LHC-

MPP tree inside the OP checklist tool* before the beam 

test

• The progress of tests was tracked by the operation and 

equipment teams

• Checklist tool will be used to follow the commissioning of 

the machine-protection systems in 2022

• Beam test allowed to apply the defined commissioning 

tasks in practice: 

→ Obsolete and missing tests (e.g., INJ BIS) identified

• Commissioning procedures to be updated for 2022 based 

on the discussion in the MPP and the experience gained 

from the beam test → To be circulated for approval 

before end of January 2022

Checklist tool and beam test
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*many thanks to E. Matli and BE-CSS

checklist.cern.ch



Experience of the beam test

Machine protection related issues found:

• Regulation issues of RD converters causing 

FMCM triggering

• Issue with PM buffer rearming task for the 

BLMs

• Injection of nominal bunch into empty 

machine - incorrect SPS Probe Beam Flag 

(BCT4 calibration) not caught due to 

incomplete beam validation

• Aperture restriction in 21L3
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• Step-wise increase of injected and stored beam energy after YETS and LS to:

• establish operational cycle

• identify and mitigate issues in machine-protection-relevant systems that are remaining after individual system tests and hardware 
commissioning

• identify issues related to stored beam intensity and other beam related parameters and establish mitigation measures

• Verify correct functioning of MP systems via checklists

• Filled by system experts and checked by rMPP before advancing to the next intensity step

• Systems covered: magnet powering, interlocks, RF, beam instrumentation, operation, orbit, feedbacks, injection, beam dumping 
system, heating of equipment

• Checklist tasks to be updated until FEB 2022

• From 2016 to 2018, intensity ramp-up duration reduced from 22 days to 14.5 days

• Disclaimer: don’t expect 2022 (coming out of the LS) to be as smooth as 2018…

Intensity ramp-up: motivation and strategy
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https://edms.cern.ch/ui/#!master/navigator/project?P:1973071110:1020030514:subDocs


• Continue successful strategy applied during Run 2 

• Stepwise increase of stored energy and number of injected bunches:

Use 3/12 - 75 - 300 - 600 - 900 - 1200 - 1800 - 2400 - 2700 bunches*

• For each intensity step: monitor behavior during at least 3 fills and 20h stable beams, and validate via checklist

• Keep bunch intensity to ~1.15x1011 ppb during intensity ramp-up. Then, gently increase bunch intensity (e.g., in 

steps of 0.05x1011) up to 1.4x1011 ppb, depending on machine behaviour and available bunch intensity

• Use of luminosity levelling already during the intensity ramp-up

• Insertion of TOTEM/CT-PPS, AFP, ALFA roman pots to agreed settings before the first luminosity levelling step for all 

fills at each intensity step

• Scrubbing: Verify heating of critical elements before going to next intensity step. Intermediate scrubbing checklist 

after ~300 bunches (RF power, heating, … ), final checklist at the end of scrubbing

• During the Run: issue Cruise Checklist every ~8 weeks (e.g., between TS) to check behaviour of MP systems

MPP proposal for intensity ramp-up 2022
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Establish cycle

MP dominated

Intensity dominated

*exact number of bunches will depend on agreed filling schemes and beams Discussed at the 217th MPP

https://edms.cern.ch/ui/#!master/navigator/project?P:1973071110:1020030514:subDocs
https://indico.cern.ch/event/1096806/


Ramp-up scenarios after stops of nominal operation
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Endorsed at the 339th LMC, 28th March 2018

Note: For Run 3, the validation of the luminosity levelling steps has to be ensured for the ramp-ups.

Stop >48 h with massive HW + SW interventions Stop >48 h without massive HW + SW 

interventions

Triplet events with non-

reversible position changes**

One fill with either pilot bunches or max. 2-3 nominal 

bunches into SB (cycle revalidation, etc.)

One fill with 2-3 nominal bunches into SB 

(cycle revalidation, etc.)

One fill with 2-3 nominal 

bunches into SB (re-adjust orbit 

in IP)

One fill with ~50 bunches and about 1-2 hours of stable 

beams

One fill with 600 bunches and min. 2 hours of stable 

beams*

One fill with 600 bunches and min. 2 hours 

of stable beams*

If > 2000 bunches have been reached, one fill with about 

half max. number of bunches and about 5 hours of stable 

beams

Back to pre-stop intensities Back to pre-stop intensities Back to pre-stop intensity

In total, 3-4 fills for ramp-up In total, 2 fills for ramp-up In total, 1 fill for ramp-up

**E.g. triplet quench, warm up of triplet region, cryo stop in triplet region, … 

Note: Fixed displays are available for WPS, pressure and thermal shield T 

covering ~1 week history, which should be used as indicators.

*known intensity step to disentangle wrong settings, de-conditioning, etc. 

from intensity dominated effects at full intensity

https://indico.cern.ch/event/719201/contributions/2956089/attachments/1626286/2590457/lmc_339_draft.pdf


• IR3/7 collimators: No limitation identified up to HL-LHC beam parameters

• IR6 absorbers*

• TCDQ: 1.8x1011 ppb ok if gap > 2.5 mm (plus tolerances, i.e. 3.6 mm settings)

• TCDS: Ti plastification expected for ≥ 1.7x1011 ppb but considered acceptable (deformation far from circulating 
beam) → ok for 1.8x1011 ppb

• Note: Following an asynchronous beam dump a series of test with and without beam is required to validate the 
integrity of TCDQ and TCDS

• Vacuum window, dumpline**

• Replacement with new HL-LHC compatible window is planned by TE-VSC during the YETS21-22. No limitation 
expected thereafter

• TDE***

• Vessel and windows ready for Run 3 beam parameters

• To be clarified if operational limits for the dump core will be required, based on ongoing material studies, TDE 
autopsy and HRMT56 experiment

Intensity limits: Equipment limits

25 November 2021 C. Wiesner | MPS perspective on commissioning 9

Expected beam parameters for Run 3:

• Bunch intensity: 1.4x1011 ppb (2022), 

1.8x1011 ppb (from 2023 on)

• Number of bunches: 2748 or 2496

• Emittance: 1.8 µm – 2.5 µm

* Details in C. Bracco, 187th MPP; F. Carra, 193rd MPP; Minutes of 187th and 193rd MPP

** Details in G. Bregliozzi, “Evian” workshop 2021 

*** Details in M. Calviani, “Evian” workshop 2021; J. Maestre/C. Torregrosa, 202nd MPP; Minutes of 202nd MPP; LHC-TDE-EN-0001

See D. Wollmann, LMC #425

https://indico.cern.ch/event/893576/
https://indico.cern.ch/event/927406/
https://edms.cern.ch/file/2398784/1/00_20200403_Minutes_MPP187_Vers1_0.docx
https://edms.cern.ch/file/2397581/1/00_20200619_Minutes_MPP193_Vers1_0.docx
https://indico.cern.ch/event/974803/
https://edms.cern.ch/file/2441233/1/00_20201211_Minutes_MPP202_Vers1_3.docx
https://edms.cern.ch/document/2437709
https://indico.cern.ch/event/1080032/


• Setup Beam Flag (SBF)

• SBF allows for efficient commissioning by permitting to mask a part of the 

BIS inputs below a defined total intensity

• Threshold equations for the SBF depend on beam energy and intensity and 

are stored in SMP

• ‘Normal’ equation for Setup Beam Flag allows 1x1010 p+ at flat top (6.8 TeV).

• For Run 3, the ‘restricted’ equation was redefined to 4x1010 p+ (flat over 

all energies)

• This allows for 3 pilot bunches in the ramp and at top energy, facilitating 

optics measurements with AC dipole (191st MPP)

• Procedure for use of 3 bunches for optics measurements to be finalized

• ADT excitation

• Failure scenarios for operating the ADT in coherent excitation mode have 

been studied

• Operational envelope for ADT excitation in Run 3 derived: Excitation window 

limited to 480 bunches; voltage limited to 5 kV at injection energy (211th

MPP)

Intensity limits: Operational limits
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R. Secondo, Safe Machine Parameters, EDMS 

No. 1096447

LHC_SBF intensity limits

1x1010 p+ 

@6.8TeV

4x1010 p+

https://indico.cern.ch/event/918007/
https://indico.cern.ch/event/1058861/
https://edms.cern.ch/document/1096447


Major Event Reports
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• Follow-up from Evian Workshop 2019: Document major machine-

protection relevant events in a structured and concise way to learn for 

future events

• MPP proposal endorsed by the LMC and IEFC in May 2020

• Procedure: the MPP requests a Report on a Major Machine Protection 

Event, if considered necessary, in case of a machine-protection relevant 

event in the LHC or its injector chain that 

• caused damage to machine elements, OR

• caused considerable downtime (>24h), OR

• caused an unexpected beam loss pattern, OR

• demonstrated that a machine-protection relevant system did not fulfil 

its function or showed an unexpected behaviour or non-conformity.

• Applying these criteria, ~8 events identified during Run 2 of the LHC (no 

claim for completeness)

• Report template available on EDMS

→ EDMS

https://indico.cern.ch/event/751857/sessions/296634/attachments/1815369/2966754/2019_01_28_Evian_Minutes.pdf
https://indico.cern.ch/event/918584/
https://indico.cern.ch/event/923694/
https://edms.cern.ch/ui/#!master/navigator/document?D:100630345:100630345:subDocs
https://edms.cern.ch/document/2372985/1


• Careful recommissioning and revalidation of all the 
machine-protection systems after LS2, and reestablishing 
safe operation with high-intensity beams required

• Extended use of luminosity levelling

• Increases operational complexity

• Extended range of beta* levelling requires new approach of handling 

TCT interlock limits

• Different options and their machine-protection implications 

investigated1

• Proposed method for Run 3: pre-slice limit functions at matched 

points

• Method to be tested in 2022 (reduced levelling range, TCT gaps 

constant) to gain experience and proposal for 2023 onwards to be 

developed (OP, MPP, COLL,…)

Machine-protection view on Run 3 (1/2)
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M. Hostettler, COLLWG #2601 see M.Hostettler, MPP workshop 2019, COLLWG #260

https://indico.cern.ch/event/1083339/
https://indico.cern.ch/event/803870/contributions/3398090/attachments/1840309/3017293/2019_MPP_WS_LumiServer.pdf
https://indico.cern.ch/event/1083339/


• Higher bunch intensity and stored beam intensity

• Bunch intensity will increase to 1.8x1011 ppb, leading to stored beam energies above 500 MJ per beam

• Criticality of (fast) beam failures increases while protection strategy remains valid

• BCCM will provide an additional safety net from 2023 on

• Long Range Beam-Beam Compensator Wire (BBCW)

• BBCW will be used as operational device and interlocked via WIC (193rd MPP)

• Full commissioning required

• Draft commissioning procedure (EDMS #2384198) to be finalized 

• No impact for a possible 1-year extension to Run 3 identified

Machine-protection view on Run 3 (2/2)
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https://indico.cern.ch/event/927406/
https://edms.cern.ch/document/2384198


• On track for the 2022 commissioning: procedures for the machine-protection 

systems reviewed in the MPP and applied for beam test → updates to be 

finalized before end of January 2022

• MPP proposal for intensity ramp-up 2022 developed, based on successful 

strategy in Run 2

• Bunch intensity limit in Run 3 is 1.8x1011 protons (to be clarified for TDE core)

• Major Event Reports established for Run 3

• Run 3 will bring increased operational complexity: stay vigilant!

• Run 1&2 brought us UFOs, ULOs, Gruffalos… 

Surprises in Run 3 to be expected…

• No damage occurred at the LHC in Run 2 due to the diverse redundancy in the 

machine protection systems, the vigilant hardware and machine-protection 

experts and OP teams… Let’s keep it up for Run 3!

Conclusions and outlook
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operational

complexity

https://ammo.com/articles/founding-fathers-quotes

https://www.keepcalmandposters.com/poster/5871552_keep_calm_and_expect_the__unexpected



home.cern



• 2015: commissioning year

• Two ramp-ups (50 ns & 25 ns operation); 

intensity increase until end of proton run

• 2016/17/18: 7 steps to reach 2000+ 
bunches

• 2016 → 2018: reduction of ramp-up duration 

by 35%

• The 14.5 days achieved in 2018 are close to 

the theoretical minimum

• 44 intensity-ramp-up and scrubbing 
checklists issued during Run 2

Durations of intensity ramp-ups in Run 2 
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*2015: up to 1825 b (25 ns)

See D. Wollmann, Evian’19

https://indico.cern.ch/event/751857/contributions/3259402/attachments/1961900/3261039/Machine_Protection_Systems___Evian_2019.pdf


• Establish cycle/beam commissioning:

• PM/XPOC: data missing or misaligned

• BIS timing mis-aligned

• Direct dump BLMs (IR6) – connected to LBDS of 

wrong beam

• MP dominated:

• Orbit feedback: offsets due to BPM calibrations

• UFO – 16L2 events causing beam dumps & 

quenches

• Abort Gap cleaning not properly functioning

• Screen unintentionally left in dumpline

• Intensity dominated:

• TDI – vacuum issues and heating

• Insufficient cooling of a collimator

• Instabilities

• Random occurrence:

• MKD and MKB erratics

• Un-physical BLM readings in PM

• PM event builder stuck

Issues discovered during intensity ramp-ups
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For full list: see D. Wollmann, Evian’19

and checklists for intensity ramp-up

https://indico.cern.ch/event/751857/contributions/3259402/attachments/1961900/3261039/Machine_Protection_Systems___Evian_2019.pdf
https://edms.cern.ch/ui/#!master/navigator/project?P:1973071110:1020030514:subDocs


Major MP Events 2018 at LHC/SPS*
Event Dam-

age

Down-

time 

Unexpected 

beam loss

pattern

MP relevant malfunctioning/ 

unexpected system 

behaviour or non-conformity
Multiple injections of high 

intensity beam on crystal 

collimators (13./14.10.2018)

No No Yes Insufficient procedural 

handling

SPS dipole issue (20.8.2018) Yes ~2d Yes Yes

MKBV flashover (14.7.2018) No ~11h No Accepted failure case, but 

unexpected behavior, 

revealing new worst case
Symmetric triplet quench 

with orbit drift (3.6.2018)

No ~5h Yes (due to fast 

developing orbit 

offset in B1)

No (Correct behaviour of 

circuit protection verified)

Spurious firing of quench
heaters due to injection 
beam losses (1.6.2018)

No ~few

hours

No Unexpected behavior of QPS 

(shown to be beam-loss 

related)
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*no claim for completeness



25 November 2021

Sample Report: MKBV flashover
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→ EDMS

https://edms.cern.ch/document/2372985/1


Sample Report: MKBV flashover
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