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Will the infrastructure run my software
in 10 years?



CERN Unix User Guide, September 2002 https://cds.cern.ch/record/291184/files/cer-000212302.pdf

https://cds.cern.ch/record/291184/files/cer-000212302.pdf




And we could go on...

Will i still be able to access my data?

Will my data format still be readable?

...





Evolve infrastructure and applications separately

Shared kernel, but distinct operating systems

Immutable, tagged images

Sharing using private and public registries











Containers & Open Data in Science



Containers & (Open) Science





Can we also build on this to
scale out our analysis?



Spun out of Google as an open source

container orchestration project

Built on lessons from Borg and Omega

Loosely coupled collection of components to deploy, maintain and scale workloads

Declarative, Load Balancing, Self Healing, Auto Scaling

Service and Batch Workloads

Kubernetes



Largest open source project after kernel

45.000 contributors, 148.000 code commits

83.000 pull requests, 1.1M contributions

2000+ contributing companies

Google, RedHat, VMware, Huawei, Microsoft, IBM, Fujitsu, …

Open community welcome to contributions

Special Interest Groups (SIGs) : Auto-Scaling, Multi-Cluster, Scheduling, ... 

Largely used both in Research and Industry

Kubernetes



Lingua franca of the cloud

Managed services offered by all major public clouds

Multiple options for on-premise or self-managed deployments

Common declarative API for basic infrastructure : compute, storage, networking

Healthy ecosystem of tools offering extended functionality

Kubernetes



Rediscovering the Higgs

Like it’s 2019...



Challenge: H→4l re-discovery on CMS Open Data
Benchmark analysis based on Open LHC Data. 

Goal: Fit it within a live demo for 20-minute Keynote at KubeCon EU 2019
Learn something about cloud-native analysis, reproducibility, Open Data.
Have some Fun.

https://www.youtube.com/watch?v=CTfp2woVEkA


Challenge: H→4l re-discovery on CMS Open Data

Sim Higgs Background Background Real Data

Event Data Summary Data

Make Plot!

20k+ Core K8s Clusters

70 TB of Physics Data ~25000 Files

what would this look like in a cloud-native approach?





OpenStack Magnum70 TB Dataset Job Results Interactive
Visualization

Aggregation

25000 Kubernetes Jobs



Cluster on GKE

Max 25000 Cores

Single Region, 3 Zones

70 TB Dataset Job Results Interactive
Visualization

Aggregation

25000 Kubernetes Jobs



Cluster 
Creation

Image
Pre-Pull

Data
Stage-In Process

5 min 4 min 4 min 90 sec

vs ~24h for the original analysis



Machine Learning / Kubeflow
Scale out / distributed training, with CERN OpenLab

Example: Fast Simulation with 3D GANs

TensorFlow Based

Can benefit from (very) large numbers of GPUs, TPUs



Results using the Google Cloud
From 1 to 128 GPUs: 3550 to 35 seconds per epoch

x100 speedup at the same total cost

TPUs seem to be particularly cost effective



Challenges Remaining

Data Movement

Data Gravity and Egress Costs

Avoiding lock-in to public cloud providers

Bridging with the HPC world



Questions?


