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Introduction

For HEP software and computing the time horizon of future challenges is the
next 15 years

The main contributor to those challenges is HL-LHC, both in terms of volume and
complexity. The largest needs come from ATLAS and CMS

The LHC computing resources are provided by the WLCG infrastructure. Other
HEP experiments will share a large part of such an infrastructure. Other sciences
will use many of the same facilities
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The HL-LHC challenge statement at ECFA 2016

In a nutshell: Estimates of resource needs for HL-LHC

Data estimates for 1st year of HL-LHC (PB)

CPU MNeeds for 15t Year of HLALHE [kHE0E)
rsaom
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* Projections assume
constant funding every
year for LHC computing
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* Technology
improvements will

. CPU
bring ~20% more 460 from 2016
ESOUIEEs SVETY yEaT [Techmology at ~20%/year wil bring x6-10n 10-11 years |

And this was the => x10 above what is realistic to expect from technology with constant cost

initial conclusion
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The HL-LHC computing roadmap process

HEP Software Foundation Community Whitepaper: a bottom-up exercise.
Identify the areas of work to address the HEP challenges of the 2020s

The first WLCG strategy toward HL-LHC document: a top-down high-level
prioritization of the whitepaper, for the LHC needs

The LHCC review series of HL-LHC computing: a multistep process tracking the
progress towards HL-LHC

 May 2020: review of ATLAS and CMS plans, Data Management (DOMA),
offline software, the WLCG collaboration and infrastructure. Documents

* November 2021: update from ATLAS and CMS, common software activities
(generators, simulation, foundation software, analysis, DOMA). Charge
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https://link.springer.com/article/10.1007%2Fs41781-018-0018-8
https://sites.google.com/view/hl-lhc-computing/home
https://wlcg-docs.web.cern.ch/?dir=technical_documents/HL-LHC%20Review%20-%20April2020
https://cds.cern.ch/record/2777575

CPU needs

CMSPublic
Total CPU HL-LHC fractions
2020 estimates

At HL-LHC:

Other: 1%

CMS CPU needs are dominated by | A

reconstruction of data and MC (>80%) L p——

RECOSim: 22%

ATLAS CPU needs: > 20% reconstruction,
~30% simulation (Geant4 + Fast Sim), ATLAS Preliminary

2021 Computing Model -CPU: 2030: Conservative R&D

18% event generators 0% Tor. 31.0 MHS06%y
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Analysis

Event generators, GEANT4 and ROOT are
common software libraries used by both o
ATLAS and CMS

8%

Simone.Campana@cern.ch - ECFA2021 19/11/2021




Event Generators

The HSF generators WG identified the main areas of work in this paper.
Some highlights:

* R&D activities for moving part of the code to GPUs and vectorization. E.g. Matrix
Element calculations: small code base, suitable for parallelization

* Reducing the fraction of events with negative
weights (example from Madgraph5_aMC@NLO)

MC@NLO MC@NLO-A

. 111 A-441
Challenges and risks:
pp — ete” 6.9% (1.3)  2.0% (1.1)
. ) pp — et 7.2% (1.4)  2.3% (1.1)
* No current real estimate of Event Generation CPU op— H 104% (L6)  0.5% (L0)

cost at higher precision (e.g. NNLO) pp— Hbb  40.3% (27)  31.3% (7.2)
pp— Wt 21.7% (3.1)  7.4% (1.4)
pp— Wit 16.2% (2.2) 11.5% (1.7)

* Funding and career opportunities for performance
pp— tt 23.0% (3.4)  7.7% (1.4)

work on generators remain problematic
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https://link.springer.com/article/10.1007/s41781-021-00055-1
https://arxiv.org/pdf/2002.12716.pdf

Simulation

The workhorse of LHC simulation is Geant4, complemented with fast simulation,
including Machine Learning techniques
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* Leverage fast simulation techniques and improve

their accuracy for larger use

R&D to investigate novel techniques and
architectures, e.g. GPUs
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Reconstruction

CMS Phase-2 Reconstruction Timing - November 2020

Reconstruction (data and Monte Carlo) has
a very large impact on CPU needs. It is very
experiment dependent

0.8—

0.6—

Relative Reconstruction Time per Event

CMS Public
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Storage needs

At H L- L H C . ATLAS Preliminary

2021 Computing Model -Disk: 2030: Conservative R&D
coried Tot: 1.56 EB

Archive storage needs (tape) are dominated by 2%

the amount of RAW data A g s

* Possible gains with compression/suppression, ° 7%: Z§§}3C
but moderate o

* Be prepared to invest in the tape volume we “

need and optimize the rest

FolTape weage HLAHC fractions
Disk storage needs are dominated by the amount oo e I
of reconstructed data, in different formats and o
versions. The strategy focuses on: —
I
e Reduced analysis formats otner: 3%
e Data carousels RAw: 64%
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Reduced analysis formats

Both ATLAS and CMS developed derived formats from AODs
* A reduced amount of information, but still sufficient for most analyses

MiniAODs were the main analysis format in CMS in LHC Run-2

* Some analyses also used NanoAODs

The Run-4 strategy of ATLAS and CMS
foresees the adoption of the slimmer format
for a sizeable (¥50%) number of analyses

This will reduce considerably the disk storage
needs, assuming the larger formats will not
be generally needed on disk

NanoAQOD:
e 1kBin Run-3
e <5kBin HL-LHC

CMS
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Data Carousels

Run-1 LS-1 Run-2 LS-2

Tape in our infrastructure is not just an
archive media. Data is recalled regularly
for further processing M. ~ O
] oo ax: 16
e Organized and marshalled activities, PB/month
nothing to do with the old use of
hierarchical mass storages

Active use of tape will play an even

more important role in HL-LHC

* Leverage the lower cost of tape Max: ~8.5 O
MEDIA w.r.t. disk. Rely on the PB/month
capability of tape systems to recall
data fast enough

Tape bandwidth has also a cost that
needs to be monitored and optimized
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Networks

We established an incremental process to prepare for the HL-LHC network needs, through a
regular dialog between the network providers, the experiments and the facilities

Regular Data Challenges of increasing complexity are part of this process.

WLES Hheonohpnt Network DC  Tape Challenge
150 GB/s
125 6es  Flexible: 960 Gbps ny O\ Metrics exist for a
100 o baseline (minimal)

T R . Mocks DC scenario and a flexible
o ” e scenario
25685 A1t 1 (Al A (0 ;“‘\ ‘ “f.“ I ' *!«". L 1 4 1*‘-“‘:‘«'.’!‘
b A LTI A A
e The first data
09/16 09/19 09/25 09/28 h I I t k I
max avg v

. atlas 63.2GB/s 285GB/s 37.8GB/s .C a enge OO p ?Ce
s 336GB/s 124GB/s 22.0GB/s in October 2021, N
== Data Challenge 645GB/s B853GB/s 1.96GB/s .

P preparation for LHC

Ihcb 18.0GB/s 767 MB/s 200 MB/s R u n _3

Simone.Campana@cern.ch - ECFA2021 19/11/2021



https://zenodo.org/record/5532452#.YXqMTC0RqqA

Analysis

End user analysis will benefit from the re-design of the internal ROOT data

format: from TTree to RNtuple

* Intent to adopt it for AODs and their
derivatives by ATLAS and CMS

Tests indicate that

* RNTuple is 10-20% smaller than TTree, £12
resulting in storage saving ‘514
L
* Read throughput improves by x3-x5 with 15
RNtuple s

Additionally, RNTuple enables fast adaptation
to modern technologies, like object stores

RNTuple / TTree

o O
T TT

NanoAOD storage efficiency

Comparison of TTree and RNTuple defaults
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HL-LHC parameters for computing planning

Run-4 (2028-2030) Run-5 (2032-2034)
The current scenarios for Run-4 and ATLAS/CMS luminosity =70/ 350/b
Run-5 were agreed with the LHC ATLAS/CMS average pile-up | <140 <200
LHCb luminosity 15/fb 50/fb
physics committee and are ALICE luminosity (pp) 100/pb
regularly reviewed LPC Running time pp 6 M seconds 8 M seconds
Running time ions 1.2 M seconds

B L i I ‘olo o‘o‘ojoJ _4000
‘w7 —
e 5 Run-4 Run-5 13500 2o o
© 1 3000 = 2027:commissioning year
3 p=
2 ° R | 2500 8
> 4 = .
3 °° 12000 5 Run-4 production years: 2028 to 2030
2 3 1500 3
S 2 L1000 £
I g LS4:2031
s 1 1 500 S
0 0

2026 2028 2030 2032 2034 2036 2038 2040 Run-5 production years: 2032 to 2034

Year
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ATLAS and CMS needs for HL-LHC
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Year Year

Those are the current estimates from ATLAS. Similar plots exist for CMS (will be public soon)

* The gap between available and needed resources is filling up, assuming the main R&D
activities are successful

* Investing in further (identified) R&D activities would fill this gap further. Need more effort

e There are still large uncertainties

Simone.Campana@cern.ch - ECFA2021 19/11/2021




HL-LHC for Alice and LHCb

| did not discuss ALICE and LHCb: Run-4 will be at a similar scale than Run-3. Plans for Run-5
and beyond are being developed

Early thinking in e.g. LHCb shows a challenging scenario (as ATLAS and CMS some years ago)

4,000,000

3,000,000

N
2 2,000,000 _—
m B
1,000,000 EeSEREE
] e e et bl 0 B
2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037 2038

WLCG YEAR

mm Pledge Evolution Data smMC mmBuffer & User ==mPledge
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Hardware cost and market trends

Hardware cost is more and more dominated by market trends rather than technology

The assumption of +20%/year in storage and CPU for the same budget is still holding, but
with large fluctuations (see plots below and notice the log scale)

It is not wise to expect better than this ...

CHF/HS06 Price/performance evolution of installed CPU servers (CERN) — CHF/GB Price/performance evolution of installed disk server storage (CERN)
10.000

v9 Sept 2021

reference is usable disk space, cost figures include mirrored space (= one extra copy of the data)

i CERN disk server
- Architecture change
1.000

100.00 - - . - - . - - . !
HDD ->55D | 2GB->3GB/core memory 110 /
1.64
Lss - / / / INTEL - AMD price war, low RAM prices 133 - J
. - Yy
.08 1.05 1. 1.07 1.25
10.00 1.08 1.14 ! AMD market push 0.100 1o | COVID19 side effects
0.77 COVID19 side effects 0.95 1.36
1627 o e 131
Sl . 1.10 oy L 115
""352'.',3'----..... op7 ""-3.'_'_8...
120% RAM price increase akd b . 1
L Py 9. Frant-end server price increase t o, ‘.
1.00 1.20 t % 0.010 (memory +S5D) improvement factor/year 1,25 *®-, 9
" improvement factor/year / .
2028 diff = factor 1.7 2028 diff = factor 1.7
0.10 0.001

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Last 5 year average improvement factor = 1.23 Last 5 year average improvement factor = 1.23
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Opportunistic resources

A mitigation for the gap in resources comes from opportunistic CPUs. HPC centers offer a
unique opportunity
Accessing and using resources at HPC centers comes with different challenges:

* Diversity in access and usage policies, edge services, system architectures
* Heterogeneous computing architectures: non x86 CPUs and GPUs

It is important to be selective and aim at the cases with maximum benefit/cost.
Software portability and the success in integrating accelerators will play an important role

CMS, | HPC usage in '20 and '21: Number of Cores . HS06 by resource type ATLAS
pooo EXPERIMENT
< 2020 >< 2021 > == Pledges
PSC (US) 10 Mil A
W NERSC (US) GR'D ‘ |
30000 W CINECA (IT)
W TACC (US)
W SDSC (US) - hpc A |
0 CLAIX (DE) L | | \ 1 « i
e | : )
g cloud 'R L | Y
5 Rk A ) L Y
2 ] : I !
§ A V
=} |
z |
"1 l" ‘ {
N S S S S Y Vega Karolina
FSESEOE N F IS S E S F P
¥& v O Tk
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https://zenodo.org/record/3647548#.YYt34i1Q1-o

Heterogeneous Architectures

Heterogeneous architectures: complementing CPU capacity with accelerators (e.g. GPUs)

Playing a fundamental role in Run-3 already, in most online systems. Non exhaustive examples:

LHCb: exploitation of heterogeneous Alice 02: Speed up from GPU usage + from
architectures, thanks to Allen framework: algorithmic improvements + tuning on CPUs
 for partial reconstruction in Run-3 © -
. . ALICE Performance 2018/03/20 odern’GPU replaces
* for full reconstruction in Run-4? > 2015, Ph-Pb, V= 5,02 Tov e . @%cores@“ ol
* for fast reconstruction in Run-4 or i . % %7 plgorithm speed-up on CPU 20 3
Run-57? 25| ' | < T 25x vs. to Run 2 Offline .
uf I . :
g x x
15 B X X X X 1
,g,L 15 . . X X éjk&gx e WX
. . . ® e ¢ X X
Ongoing work in all experiments to g o - X
Ieverage heterOgeneous arChiteCtu res in 5r HLT GPU T(acking v.s. HLT CPUT{acking (AMD S9000 v.s. Xgon 2697 ]
® HLT GPU Tracking v.. HLT CPU Tracking (NVIDIA GTX 1080 v I7 67001 ALICE
H H . . racking v.s. n?e racking eon‘ i A d
Ofﬂlne compUtlng 00 500000 1x10% 1.5x108 2x108 2.5x10° 3x108

Number of TPC clusters
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Infrastructure and services sustainability

The HL-LHC challenge is not just about resources.
The sustainability of the infrastructure over the next
15 years is also challenging

e Focus on open-source community solutions, not
specific to HEP

* Progress towards a more flexible model integrating
a heterogeneous landscape of facilities
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Sustainability through collaboration

CERN COURIER

Aug 11,2017
SKA and CERN co-operate on extreme
computing

European Strategy == S"'”)
for Particle Physics

13-16 May 2019 - Granada, Spain

s b -
Big-data co-operation agreement

The Belle-2 and DUNE HEP

& | h Evolution of Scientific Computing in the next Astroparticle Physics European Consortium (APPEC)
experlments everage the same decade: HEP and beyond _ APPEC Contribution to the
infrastructure as WLCG (and they // Furepean Partde physies Smtesy
are “associate members”) : ! —
WLCG Overview Board S. Katsanevas, A. Masiero, T. Montaruli, | de Kleuver, A, Haungs
17* Docamber 2018 /I Contaxt Persan:

T. Montaruli (APPEC Chair from Jan, 1, 2019)
Comact: lan Bird (A Birdidceman), A P P E C Email: teresamontarulidtunige.ch

Si C; (Simone Campana@cam.ch)
mane Campana Wehsite : RUp/ S anpe.ors
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S NELFNJ PERIMENT
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European Science Clusters

The Science Clusters are EU project launched in 2019 to link the world-
class Research Infrastructures with the European Open Science Cloud
(and influence its evolution)

We are part of the ESCAPE cluster (HENP, Astronomy, Astro-Particle)

The European Science Clusters produced a joint Position Statement on
expectations and long-term commitment (role) in open science

Many opportunities to potentially leverage:

* |Influence the direction of EOSC, EuroHPC

* Create synergies with other sciences in other clusters

e A step forward in our vision to share technologies and services with
other experiments and sciences, with the same needs, and in many
cases sharing the same infrastructure, for long term sustainability
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https://fileshare.icos-cp.eu/s/coSfemqx3a6ATEi?dir=undefined&openfile=1944767
https://wlcg-docs.web.cern.ch/technical_documents/HEP-Computing-Evolution.pdf

Conclusions

We went through the process of defining the strategy to address the HL-
LHC challenge. We are now implementing the plan following that strategy

The HL-LHC is not a solved problem, however it is converging to a solution
There is still a gap between needs and affordable resources with the
currently available effort. More effort would contribute closing that gap,

as the concrete priorities have been identified

There are risks that could materialize and for which we need to be
prepared for with mitigation strategies

The HL-LHC challenge is not just resources. The infrastructure
sustainability is at least as important
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