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123 movable collimators at the start of Run 3

Introduction

Beam axis

Left jaw

Right jaw
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● The LHC relies on a collimation system for passive protection

● Step precision of 5 μm

● Concentrate beam losses into warm location

● Each year of operation begins with a commissioning phase to 
align all collimators

○ Ensure the correct settings for nominal operation

● Alignments performed at all machine states:

○ Injection, Flat top, Squeeze, Collisions



Beam Instrumentation
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● Beam Loss Monitors (BLMs) used to align collimators.

● Record beam losses generated by collimators as they touch the beam.

● Beam-based alignment (BBA)

Beam
Left jaw

Right jaw

Collimator i

showers

BLMi
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BLMi

Collimator i

showers

Beam

Beam-Based Alignment

● Move jaw towards beam until loss spike detected in BLM signal.

● Wait for loss spike to decay between alignments.

● A complete alignment campaign can produce more than 1000 
observation spikes.
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Beam-Based Alignment Observation Spikes



Recap. Collimator Alignments
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Deliverable 3

Select BLM threshold to stop jaw movementUser

Since 2011: Semi-Automatic Alignment

Select collimatorUser

Collimator aligned? No - repeat, Yes - saveUser

Collimator moves towards beam
Movement stops when threshold is exceededAUTO

BBA alignment of 40+ collimators require 4-5 collimation experts.



Recap. Collimator Alignments
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Deliverable 3

Select BLM threshold to stop jaw movementAUTO

Since 2018: Fully-Automatic Alignment

Select collimatorAUTO

Collimator aligned? No - repeat, Yes - saveAUTO

Collimator moves towards beam

Movement stops when threshold is exceeded
AUTO

Supervised 
Machine 
Learning



● 5 features extracted:

○ Spike Height (x1 feature)

○ Exponential Decay (x3 features)

○ Jaw Position in σ (x1 feature)

Recap. Collimator Alignments ML
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spike
height

314.94

jaw position in σ

3.01

exponential
decay

229.12, 4.03, 21.98

Precision > 95%

G. Azzopardi, et al., Automatic Spike Detection in Beam Loss Signals for LHC Collimator Alignment, NIM-A, 2019

● Data sample taken when 
collimator stops moving

○ 100 Hz BLM data

○ 1 Hz Jaw Position (mm)

● Fixed waiting time:

○ 4 s @ injection

○ 6 s @ flat top



Recap. Collimator Alignments Results

9

Beam 1

Beam 2Run I Run II

2010

20.5 hours

2011

17.5

2012

12.5

2015

5.5

2016

2.9

2017

2.83

G. Azzopardi, et al., Operational Results of LHC Collimator Alignment using Machine Learning, IPAC’19

79 collimators 
in 50 minutes!

2018

1.5

2018 Parallel

0.83

Machine Learning



Semi- Vs Fully- Automatic Alignment
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Semi-Automatic Fully-Automatic

Collimators 75 77

Total time 2h 31m 59s 49m 17s

Moving time 58m 13s 18m 14s

Total alignments 1903 637

Moving time 38.3 % 38.0 %

Alignments / Collimator 25.37 8.27

● Data collected using:
○ Semi-automation in 2016
○ Parallel fully-automation in 2018

● Can speed up the fully-automatic 

alignment by decreasing the time 

waiting for the signal to decay before 

extracting the features. 



Decay Time Analysis
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● Analysis: Actual time required for BLM signal to decay.

● Modelled the decay rate as an exponentially falling 

distribution, with optimal losses achieved after 6 half-lives.

Mean decay time:
● 0.61 s at injection
● 2 s at flat top



LSTM-RNN for Spike Classification
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Courtesy of G. Ricci, Sapienza Università di Roma
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● Proposed Solution: Long Short-Term Memory (LSTM) - Recurrent Neural 
Network (RNN):

○ Continuously classify spikes in real-time.

○ Automatically adjust to spike decay length.

● Dataset collected from alignments during 2016-2018:

○ 1550 alignment spikes

○ 1423 spurious spikes

● Input: 

○ BLM signal scaled with the collimator position in sigma.

○ Z-Score used as the normalization technique to re-scale the features.



LSTM-RNN for Spike Classification
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● Results collected over a 10-fold cross-validation randomly 
stratified 30 times.

● Average of 94% precision on testing sets.

● Precision is used to avoid false positives:

○ False detection of an alignment spike is more 
grievous than not detecting an alignment spike.

● Precision calculated by evaluating the classification 
probability at the end of the available sample:

○ A classification score >50 % is classified as an 
alignment spike. 

● Further analysis to determine the best moment to predict 
the spike class and the ideal probability threshold, to 
possibly improve the model’s precision.
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Spike Classification Analysis

● Analysis: LSTM continuous classification of 

each sample at each time step.

○ Clear distinction between spike 

classes at 1.5 s.

○ Rate of change of classification 

probabilities for alignment spikes 

falls below 0.2.

○ No overlap at 80 % probability at a 

latency of 1.5 s.

14



Spike Classification Analysis

● Analysis: Latency required to obtain max. probability per spike class:

○ ~98% of spurious spikes obtain a max probability within 1.5 s.

○ 100% of spurious spikes constantly < 80 % classification 

probability.

● Conclusion: The LSTM can be used classify:

○ When the probability gradient < 0.2 (requires ∼1-1.5 s @ Inj). 

○ Classify spurious spike when probability <80 %, then the next 

alignment can begin. 

○ Otherwise alignment spike, then fit an exponential function to 

determine when ~98.5 % of the BLM signal decays 

■ On average already decayed (mean 0.61 s).
15



Classification Results
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● Classifying the BLM signals as proposed by the presented analysis increases the 
classification precision on the dataset to 98 %.

● Analysis: The time taken to classify the BLM signals at the two machine states.

● Factor 4 speed-up compared to the 
present implementation with 
supervised ML .

Injection Flat top

Start time 1 s 1.5 s

Mean 1.07 s 1.54 s

Stand. dev. 0.1 s 0.06 s

Maximum 1.72 s 2.04 s



Theoretical Improvement of Alignment Time
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Step Action Time (s)
1 Move both jaws to 4 mm ~8

2 Wait for losses to decay x
3 Classification delay 1

4a Align Left Jaw 2*(0.1 + x + 1)

4b Align Right Jaw 2*(0.1 + x + 1)

5a TCP before (Left Jaw) 0.1 + x + 1

5b TCP before (Right Jaw) 0.1 + x + 1

6 TCP after (Left + Right ) 2 * (0.1 + x + 1)

Total 17.8 + 9x @Inj x >= 4
@FT x >= 6

● The proposed LSTM model is capable 

of dynamically classifying spikes of 

varying lengths in real-time.

● This will decrease the mean time 

waiting for the losses to decay:

○ x1 = 1.07 s @ Inj, 2 s @ FT

○ x0 = 1.07 s @ Inj,  1.54 s @ FT

(from slides 11, 16)

The time required for automatic alignments using supervised machine learning.



Theoretical Improvement of Alignment Time
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Case Supervised ML LSTM-RNN

1 coll @ Inj 53.8 s 27.43 s

+ 1 spurious spike/align 69.1 s 33.94 s

79 colls @ Inj 70.84 mins 36.12 mins

+1 spurious spike/align 90.98 mins 44.69 mins

1 coll @ FT 71.8 s 35.8 s

+1 spurious spike/align 93.1 s 43.72 s

79 colls @ FT 94.53 mins 47.14 mins

+1 spurious spike/align 122.58 mins 57.56 mins

● The average theoretical minimum time 

to sequentially align LHC collimators.

● Aligning the two beams in parallel, 

resulted in 79 collimators aligned in  

50 minutes at injection. 

○ The LSTM could theoretically 

align 79 collimators at injection 

in ∼24.56 minutes.

~50% speed-up

1 spurious spike/align = 3 * (0.1 + x0 + 1)



Summary
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● 123 LHC collimators automatically aligned using supervised ML, using the software introduced in 2018. 

● First-use performance analysis identified a bottleneck caused by the fixed observation window used by the ML 
model to classify the BLM loss signal. 

● Trained an LSTM model to continuously classify BLM signals. 

● Able to classify spikes within 1-2 s of a collimator stopping its movement, once the rate of change in 
classification probabilities is below 0.2. 

○ Following each alignment spike classification, the suggestion is to fit an exponential function to the 

losses to determine whether the next alignment can begin. 

● This work allows for classifying BLM signals independent of whether the losses decayed or not, decreasing the 
alignment time by ~50 %.

● The LSTM is readily available to be incorporated into the alignment software for testing during the LHC Run 3.



Thank you for your attention!
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Questions?

Collimation Controls for Run 3

THPV012

THPV012 LHC COLLIMATION CONTROLS FOR RUN III OPERATION
G. Azzopardi*, S. Redaelli, B. Salvachua Ferrando, M. Solfaroli Camillocci, M. Di 

Castro, CERN, Geneva, Switzerland, G. Valentino, University of Malta
1 2 3 4

5 6

● The LHC operates towards a centre-of-
mass energy of 14 TeV with 300 MJ of
stored beam energy planned for Run 3.

● A collimation system safely disposes of
beam losses, providing a cleaning
efficiency of 99.998% of halo particles.

● 123 movable collimators in the LHC for
Run 3 in 2022. Newly installed/replaced:
14 betatron, 6 injection protection, 12
transfer line and 2 crystal collimators
planned to be replaced.

Background Collimator Alignments

Momentum 
Cleaning

CMS

ATLAS

ALICE LHCb

DumpRF

IR 5

IR 6

Betatron 
Cleaning IR 7

IR 8

IR 1

IR 2

IR 3

IR 4

TCDQA.4R6

TCSP.A
4L6

TCDQA.4L6
TCSP.A

4R6

TCLA.A7L7
TCLA.D6L7

TCP.D6R7
TCP.C6R7
TCP.B6R7

TCSG.A6R7

TCSG.D4R7

TCSG.A4R7

TCSG.B4R7
TCSPM.D4R7

TCSPM.B4R7

TCLIA.4L8

TCLIB.6L8

TCSG.A4L7
TCSG.B5L7
TCSG.D5L7
TCSG.E5L7

TCLA.C6L7

TCSG.6L7

TCLA.B6L7

TCSPM.E5L7

TC
TP

H.
4R

5

TC
TP

V.
4R

5

TC
L.

4R
5

TC
L.

5R
5

TC
L.

6R
5

TCTPH.4L5 
TCTPV.4L5 

TCL.4L5

TCL.5L5

TCL.6L5

TCSG.A5R3 
TCSG.4R3 

TCSG.5L3 
TCP.6L3 

TCP.6R3
TCSG.5R3

TCSG.4L3
TCSG.A5L3

TCLA.6L3
TCLA.B5L3

TCSG.B5L3

TCLA.7L3

TCLA.A5L3

TCLD.A11R2

TC
LD

.A
11

L2

TD
I.4

L2
TC

TP
H.

4L
2

TC
TP

V.4
L2

B1 B2

TCLIB.6R2

TCLIA.4R2

TCTPH.4R2

TCTPV.4R2

TCLA.A5R3 
TCSG.B5R3 

TCLA.6R3 
TCLA.B5R3 

TC
L.

6R
1

TC
L.

4R
1

TC
L.

5R
1

TCTPH.4L1
TCL.4L1
TCL.5L1

TCL.6L1

TCTPV.4R8

TCTPH.4R8

TCTPH.4L8 
TCTPV.4L8 

TCP.C6L7

TCSG.A6L7
TCP.B6L7

TCSG.A5L7
TCSG.B5L7

TCSG.D4L7

TCSG.A4L7
TCSPM.B4L7

TCSG.A4R7
TCSG.B5R7
TCSG.D5R7

TCSG.6R7

TCSG.E5R7

TCLA.A6R7
TCLA.B6R7

TCLA.C6R7
TCLA.D6R7

TCLA.A7R7

TC
TP

H.
4R

1 
TC

TP
V.

4R
1 

TCSG.B4L7

TCSPM.E5R7

TCSPM.6R7

TCLA.7R3 

TCSG.B5R7
TCSG.A5R7

TCLA.A6L7
TCSPM.6L7

TCTPV.4L1

TDI.4R8

TCPCH.A5R7

TCPCV.A6R7

TCPCH.A4L7

TCPCV.A6L7

TCP.D6L7

The Run 3 
LHC ring 

collimation 
system 
layout.
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     (a) Jaw coordinate system   (b) Jaw angular tilt convention      (a) BLM detector         (b) BPM pick-up button     (a) BLM detector         (b) BPM pick-up buttonBPM pick-up buttonBLM detector

● Commissioning before each operational
year ensures correct collimator set-up, i.e.
alignment campaigns required at all
machine states, to set-up the hierarchy.

● Different setups needed for different
machine parameters, and if orbit shifts.

● 2 types of devices; Beam Loss Monitor
(BLM) and in-jaw collimator Beam Position
Monitor (BPM).

○ A BLM installed downstream per
collimator, outside beam vacuum.

○ 33 collimators have BPM pick-up
buttons installed in each jaw.

● A collimator is made up of two parallel
absorbing blocks, referred to as jaws.

● Each jaw is controlled by two stepping
motors to adjust the jaw position/angle.

● The tightest settings (5 σ / ∼1 mm gaps),
require ∼20 μm position accuracy.

● A system of threshold functions is
implemented to keep the jaw positions
within safe operational windows.

● The collimation controls are used for all
LHC ring and transfer line collimators.

BackgroundIntroduction

● Introduce tilt angles in collimator jaws.

● Purpose:

○ Allow for tighter collimator settings

○ Correct tank misalignments that could
jeopardize system performance.

● Monitor: BLM signals, individual positions
of 4 collimator jaw corners.

● Inputs: Start and end angles (µrad) of
angular range, angle step size (µad) to tilt
between alignments, selection of one of 3
procedures depending on the error.

● Procedure: Perform the standard BLM
alignments at different angles, to find the
most optimal one. (Automated in 2018.)

● Performance: At injection, 2 methods
require ~13 minutes per collimator, the
other requires ~3 minutes.

○ Angular alignments rely on BLMs, thus
cross-talk must be considered to align
collimators in parallel.

● BLM collimators are aligned by moving
parallel jaws towards the beam, with a 0 tilt
angle w.r.t. the collimator frame.

● Monitor: BLM signal, jaw positions.

● Inputs: The list of collimators to be aligned.

● Procedure:

1. Move collimator towards the beam,
ignoring spurious BLM spikes, until a
clear alignment spike. (ML used for
automatic spike classification in 2018.)

2. Align collimator by centring the jaws
around beam after touching beam halo.

● Performance: Automatically aligns a
collimator in ~1-2 minutes

○ Max. 2 collimators aligned in parallel,
one per beam (avoiding any cross-talk).

● Automating BLM alignments allows:

○ More complex alignment techniques

○ Changing the collimation hierarchy
more frequently for tighter settings.BPM electrode signals during alignment.

● BPM collimators are aligned using a
successive approximation algorithm.

● Purpose: Find the jaw positions/angles,
centring the beam orbit at up-/down-
stream sides of the collimator (see Figure).

● Monitor: BPM electrodes, beam position.

● Inputs: Min. coll. gap (mm), target align
error (µm) for precise electrode equalizing,
time interval (s) between steps.

● Procedure: Move both jaws in steps,
keeping the same gap, until the signals
from electrodes are equalized.

● Performance: Automatically aligns a
collimator at the optimal angle in ~10-20 s.

○ All alignments can be done in parallel.

Angular AlignmentsBLM AlignmentsBPM Alignments

● Automatic scan to measure the beam
position at different collimator gaps and
offsets, to ensure proportionate centre.

● Pre-requisites: Align the collimator with
BLMs, to centre the jaws around the beam.

● Inputs: Max. offset (µm) to avoid beam
scraping, jaw step size (µm), gap step size
(µm), initial/final gaps (µm) defining the
range, wait time (s) between movements.

● Procedure:

1. Open the jaws to the starting gap.

2. Continuously shift the jaws by the
predefined jaw step size, waiting the
requested time between movements.

3. When the predefined limit is reached,
move jaws back to the starting point
and reduce the jaw gap by the
predefined gap step size.

4. Repeat until the minimum jaw gap is
reached. Save jaw positions and BPM
electrode signals for offline analysis.

● Bent crystals replace primary collimators
to channel beam halo particles and deflect
them onto a single secondary collimator
per beam and plane, further downstream.

● Purpose: Improve the overall cleaning
inefficiency for heavy-ion beams.

● Monitor: Signals of neighbouring BLMs,
linear crystal position.

● Procedure:

1. Align crystal linearly using the BBA.

2. Perform Angular scan to determine
optimal channelling angle.

● Linear Performance: A linear crystal
alignment is not automated, requiring ~5-
10 minutes, depending on machine state.

○ Relies on BLMs thus cross-talk must be
considered for parallel alignments.

● Angular Performance: The largest angular
scan of 20 mrad requires > 1 hour.

○ Not done in parallel, as any cross-talk
inhibits determining the optimal
channelling angle in post-analysis.

● Purpose: Given the numerous collimators,
various global monitoring displays are
available to provide an overview of their
status.

● Monitor: Four dedicated fixed displays are
available to monitor:

○ Collimators in beam 1.

○ Collimators in beam 2.

○ Transfer line collimators.

○ Crystal collimators.

● Monitor: Display for collimator settings is
available to monitor the collimation
hierarchy in case of incorrect settings.

● Future Monitor: A dedicated display for
BPM collimators is being developed to
monitor their overall status. It will
compare the collimator centre and the
beam centre measured by the BPMs in
real-time.

Global MonitoringCrystal ControlsBPM Calibration

Proton full ring loss map @ Injection B1H plane.

● The precise control of the jaw positions

versus time and beam position has

important relevance for machine

protection (MP) of the LHC.

● Purpose:

○ Ensure correct behaviour of interlocks

to guarantee beam abort in case of

critical situations, i.e. if a collimator

moves beyond the safe limit.

○ Used when new collimators are

installed/replaced, and after long

shutdowns to test all collimators

before starting a new LHC run.

● Input: Select collimator to be tested.

● Procedure: The collimator is moved

sequentially to each of its limits to ensure

the interlocks are correctly triggered.

● Performance: Typically takes less than 10

minutes per collimator.

○ Parallel sequences can be started in

for collimators not connected to the

same interlock units (typically one

interlock unit per IR).

● Loss maps (LM) show the spatial

distribution of losses along the LHC ring, to

validate the collimator setup (see Figure).

● Purpose: New framework developed for

Run 3, to automatically validate loss maps

generated throughout the year.

● Inputs: LM metadata; start date/time,

plane info, beam energy, and loss map

type (betatron or off-momentum).

● Procedure: Automatically extract the loss

map data logged in NXCALS to:

○ Plot individual loss maps across the full

ring or in specific IRs.

○ Plot multiple loss maps at a particular

IR, stacked for comparison

○ Calculate the collimation hierarchy

inefficiency by analysing losses in DS.

● The generated settings must be validated.

● Inputs: LSA configuration, start/end times, list

of collimators to check their settings.

● Procedure: Automatically compare settings:

○ In the selected LSA configuration.

○ Calculated based on the data in LSA.

○ In NXCALS logged during selected time.

○ The real-time collimator positions.

● After hierarchy validation, the collimator

settings must be generated for operation.

● Purpose: New application developed for

Run 3 to create a central and homogeneous

procedure for settings' generation.

● Inputs: The alignment results file, the list of

collimators, the LSA parameters to be

updated, the collimator settings to be used.

● Procedure: Automatically extract the

relevant data to calculate then import the

settings into the LSA control system.

MP SequenceSettings GenerationLoss map Analysis

Settings Check

Automatic Alignment Software

WEPV016

WEPV016 THE AUTOMATIC LHC COLLIMATOR BEAM-BASED 
ALIGNMENT SOFTWARE PACKAGE

G. Azzopardi*, B. Salvachua Ferrando, CERN, Geneva, Switzerland, 
G. Valentino, University of Malta1 2 3 4

5 6

● Collimation system protects LHC.

● 100+ collimators, each made of 2 jaws
inside a vacuum tank.

● Alignment campaigns required to set-up
the collimation hierarchy.

● 30% of collimators have embedded Beam
Position Monitoring (BPM) pick-up
buttons.

○ BPMs directly measure the beam
orbit at the collimator.

● All collimators have Beam Loss
Monitoring (BLM) devices installed
downstream, outside the beam vacuum.

○ BLMs detect losses when halo
particles impact the jaws. A spike in
the losses indicates the reference
halo was touched.

Beam-based Alignment (BBA) with BLMsIntroduction

Start

Select Beam b 
(Beam 1, Beam 2)

Select Plane p 
(Horizontal, 

Vertical, Skew)

collimatorsb,p 
stopped 
moving?

Re-align TCPb,p

Left & Right once

      Align     
collimatorb,p,iAll collimators 

aligned?

Yes

No

No

All planes 
aligned?

No

Both beams 
aligned?

Stop

YesAlign     
TCPb,p

Start parallel 
movement of 
collimatorsb,p

No

Yes

Yes

● Reference collimator aligned with collimator to create reference halo.

● The collimator jaws are moved towards the beam in steps of 5-20 μm whilst monitoring
the BLM signal recorded in the collimator’s respective BLM.

● The BBA allows to infer the local orbit position and the relative opening w.r.t. the
primary collimator, to establish the collimation hierarchy.

● Collimators from 
the 2 beams can 
be aligned in 
parallel.

● Cross-talk must be 
considered, i.e. 
when losses 
generated by a 
collimator are 
detected by 
multiple BLMs 
around the LHC. 

 Align     
collimator

Select Threshold
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Alignment 
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Alignment 
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● 3-tier structure (see Figure).

● The hardware is abstracted and
controlled through FESA (Front-End
Software Architecture).

● The control system communicates
with FESA through devices.

○ FESA devices are typically
abstractions of the hardware,
grouped into a FESA class.

● The Java Swing GUI applications
interact with the FESA class through
the available Java API.

Software Architecture Multi-threadingImplementation

● The fully-automatic alignment is
implemented in a dedicated FESA class -
CollAlignSupervisor.

● It relies on the automation of 3 main
components:

○ Collimator selection for parallel
alignment avoiding cross-talk.

○ BLM threshold selection to stop
collimators moving towards the
beam.

○ Spike classification using supervised
machine learning to classify
between alignment spikes and
spurious spikes.

● These 3 components are developed as
individual modules, independently
available for any improvements.

● Only 2 collimators can be aligned in
parallel, 1 per beam (shared reference
and cross-talk).

● The FESA class is assigned 2 devices, to
run 2 instances of the software in
parallel, i.e. 2 threads.

● Each thread communicates:

○ The beam/plane being aligned.

○ The reference collimator status,
i.e.: moving/waiting status.

○ The current collimator ongoing
alignment, for cross-talk purposes.

○ The global wait status, i.e. if any
thread is waiting for an action from
the other thread.

   


SET 

FESA class 

  Setting Property 

  Acquisition Property 
GET Java 

Display


Button

  Configuration Property 

GET 

SET 

Hardware 
device 1 

Hardware 
device 2 

GUI Application Communication

FESA Class Property States Definition

Auto status -1, 0, 1 Alignment: (error, paused/stopped, ongoing)

Align status -3, -2, -1, 0, 1, 2 Parallel: (ongoing, done), Ignore, Collimator alignment: start, done, 
done + saved

Parallel status -1, 0, 1, 2, 3, 4, 5 Deadlock, Ignore, Wait: (crosstalk, parallel, pause, TCP alignment, 
change collimator)

Parallel message - Any message to display in GUI

TCP status -4, -3, -2, -1, 0, 1 Before collimator: (not aligned, aligned), Aligned before parallel, 
Ignore, Aligning: (before, after coll)

Collimator status - Name of collimator ongoing alignment

Jaw status -1, 0, 1, 2 Ignore, Aligning: (first jaw, second jaw, both jaws)

Spike class -2, -1, 0, 1 Ignore, Error, No spike, Spike

● The software was designed to:

○ Be autonomous and efficient.

○ Independently “make decisions”
in real-time based on the status.

○ Imitate users as much as
possible, using “smart”
features.

○ Ensure the correct alignment.

● The “smart” features include:

○ Equal priority for collimators
from the two beams.

○ Limit the overall waiting time.

○ Reacting to user interrupts.

Available Features Alignment OutlookGUI Usability

● New options introduced:

○ Subsets of collimators in the
list can be further grouped for
alignments.

○ Collimators can be manually
removed from the list during
the alignment and re-added
at a later stage.

○ Pre-set collimator subsets for
alignments available.

○ Closing the application is an
automatic stop if any
alignment is ongoing.

● New alignment configurations
accessible and feasible:

○ Angular alignments for tighter
collimator settings.

○ Any combinations of
collimators can be aligned
efficiently with minimal effort.

○ Subsets of collimators can be
aligned more frequently
during operation.

○ Dedicated collimator
configurations e.g. ion beams
no longer bound to identical
setups as with protons.

Spike Classification Analysis
Continuous spike classification results at each time step.

Distribution of max. probabilities achieved by the 
two spike classes and the required latency. 

Results: The LSTM can be used to classify:

● When the probability gradient < 0.2 (requires ∼1-1.5 s @ Inj). 

● Spurious spike < 80 %, then begin next alignment. 

● Alignment spike >= 80 %, then fit exp. func. for ~98.5 % decay.

○ On average already decayed (mean 0.61 s).

THPV040 NEW MACHINE LEARNING MODEL APPLICATION FOR THE 
AUTOMATIC LHC COLLIMATOR BEAM-BASED ALIGNMENT

● A collimation system protects the LHC.

● All collimators aligned before each year 
of operation, using beam-based 
alignment (BBA).

● Beam Loss Monitors (BLMs) record 
beam losses generated by collimators as 
they touch the beam.

● The alignment relies on classifying 
between spurious and alignment spikes.

● An alignment campaign can produce 
more than 1000 observation spikes. 

Introduction Semi-automatic BBA Fully-automatic BBA

Beam axis

Left jaw

Right jaw

Semi-auto Fully-auto

Collimators 75 77

Total time 2h 31m 59s 49m 17s

Moving time 58m 13s 18m 14s

Total alignments 1903 637

Moving time 38.3 % 38.0 %

Alignments /Coll 25.37 8.27

● Since 2018, fully-automated using 
supervised ML to classify spikes.

● Fixed waiting time after the 
collimator stops moving:

○ 4 s @ Inj, 6 s @ FT

● Average of 95 % precision

● Speeds-up alignments by 70 %, 
from 3 hours to 50 minutes.

BLM signal decay time distributions.

Select collimatorUser

Select BLM threshold to stop jaw movingUser

Collimator moves towards beam
Movement stops when threshold exceeded

AUTO

Collimator aligned? No - repeat, Yes - saveUser

Aligning 40+ collimators requires 4-5 experts.

● Since 2011, semi-automatic alignment.

Results & Conclusions

Case Supervised ML LSTM-RNN

1 coll @ Inj 53.8 s 27.43 s

+ 1 spurious spike 69.1 s 33.94 s

79 colls @ Inj 70.84 mins 36.12 mins

+1 spurious spike 90.98 mins 44.69 mins

1 coll @ FT 71.8 s 35.8 s

+1 spurious spike 93.1 s 43.72 s

79 colls @ FT 94.53 mins 47.14 mins

+1 spurious spike 122.58 mins 57.56 mins

~50% speed-up

● This analysis increased the precision to 98 %.

● Factor 4 speed-up compared to the present 

implementation with supervised ML.

● Aligning the two beams in parallel, resulted in 79 

collimators aligned in 50 minutes at injection. 

○ LSTM could theoretically require ∼24.56 minutes.

● The LSTM is readily available to be incorporated into the 

alignment software for testing during the LHC Run 3.

LSTM 
classification 

latency using 
the analysis 
presented. 

The average theoretical minimum time for sequential alignments.

Injection Flat top

Start time 1 s 1.5 s

Mean 1.07 s 1.54 s

Stand. dev. 0.1 s 0.06 s

Maximum 1.72 s 2.04 s

G. Azzopardi*, CERN, Geneva, Switzerland, G. Ricci, Sapienza Università di Roma 
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● Proposed Solution: LSTM-RNN to continuously classify spikes in 

real-time and automatically adjust to spike decay length.

● 2973 samples collected from alignments during 2016-2018.

● Input: BLM signal scaled with the collimator position in sigma.

● Results: 10-fold cross-validation randomly stratified 30 times.

○ Average of 94% precision on testing sets.

● Precision is used to avoid false positives

○ False detection is more grievous than not detecting a spike.

● Precision calculated using the classification at end of each sample:

○ A classification score > 50 % classified as alignment spike. 

LSTM network architecture.

Loss and precision obtained by the LSTM.

LSTM-RNN for Spike Classification

LSTM for Automatic Alignment

THPV040
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Collimator Alignment Procedure
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Align 

TCPp

Align 

collimator i

Save 
settings

aligned

alignedaligned

G. Azzopardi, et al., The Automatic LHC Collimator Beam-based Alignment Software Package, ICALEPCS’21



Long Short-Term Memory model

23

● LSTMs are a type of RNN that can learn long-
term dependencies.

● 3 activations inside:

○ Forget gate layer:  What information 
to keep from the cell state.

○ Input gate layer: Which values to be 
updated.

○ Output layer: Decide what to output.

Cell state

Understanding LSTM 
networks, colah’s blog, 2015.



Fully-Automatic Alignment Implementation

(FESA - Real-time control framework to develop LHC ring front-end equipment software) 24



Spike Classification Analysis @ FT
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Spike Classification Analysis Results Overview

26

Proton beams Ion beams

Injection Flat top Collisions

Decay time ~0.61 s ~2 s ~1.08 s

Classification probability threshold 80 % 80 % 80 %

Classification probability gradient 0.2 0.2 0.2

Classification latency ~1.07 s ~1.54 s ~2.08 s

Classification precision 98 % 97 %


