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Introduction

Welcome to the public likelihoods workshop! 

First of its kind in HEP. 

Result of a lot of progress in the 
community over past few years 

 

arXiv:2109.04981



Introduction

Culmination of 20 year effort to change data practices in HEP 
• now lot of momentum and even money to push further 
• this talk: short review of motivation & background 

arXiv:2109.04981

https://inspirehep.net/jobs/1955443 
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Introduction

The likelihoods is the basis almost all experimental results. 
• from that perspective it seems obvious that this should be a "data product" 
• but both sociological & technical challenges 

p(theory|data) = p(data|theory)
p(data)

p(theory)
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Big Picture Question: What to publish

We use term likelihood but term a bit ambiguous 

Textbook definition:  

a pure function of the parameters  with 
the data "baked it" 

At first glance seems ok 
Likelihood Principle (LP) : all inference is only a function of likelihood 

L(θ) = p(x |θ)x fixed

θ

arXiv:1807.05996



HEP analyses have many systematic uncertainties. 

• We usually compute the "profile likelihood" as a function of just the 
parameters of interest 
 
 
 
 

• To simplify, maybe we just publish this instead? 
• but now not only data but  also systematics "baked in"

Profile likelihood

L(θ) = L(μ, ν)
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Lprofile(µ) = L(µ, ˆ̂⌫(x))



First Breakthrough

• ATLAS started publishing 
profile likelihood scans in 2012 

• but did not become common 
practice also because publishing 
profile likelihood has limitations 
what you can do with it



Issues with Publishing Likelihood Scans

Publishing Likelihood Scans has disadvantages 

• data is baked in 
• cannot evaluate likelihood on new data 
• cannot sample from the model 

• in profile likelihoods, nuisance parameter are fixed 
• cannot statistically combine multiple profile likelihoods targeting 

the same parameters of interest if they share nuisance parameters 

• structure of the likelihood is opaque: 
cannot "patch" the likelihood for reinterpretation

Excludes some statistical techniques beyond LP

• Frequentist test statistic distributions

• Bayesian prior/posterior predictive distributions



Another Simplified Approach

Instead of "full precision" profile likelihood 
another approach is use a simplified model 

• 2017 CMS has started to publish"simplified likelihoods" 
• Not a ilkelilhod scan: in principle have a fully defined but simplified statistical model 

 
 

• solves some issues with Likelihood scans 
but loses precision & still not combinable 
• simplified L'hood derived in analyis-specific setting 
• not the likelihood the experiment uses for its results



Solution to most of our problems is to take a leap and  

publish the full statistical model as it is used internally 
 
Lots of advantages: 
• no loss of information: this is the likelihood that was used by original analyzers 
• full set of systematics: this can be the basis of a real combination 
• full structure apparent: can be a tool for reinteretation 
• simplified approaches still possible but developed / carried out in public

So what gives

full model
profile L scan

simp. model
3rd party

Experiment

full model 3rd party

Experiment

profile L scan

simp. model

full model

profile L scan

simp. model



Clear advantages, but didn't happen for a long time. 

Few challenges: 

• Conceptual: finding a way to publish "any" model is hard 
easier to first solve slightly simpler/constrained problem space 

• Format: need to find a software-agnostic format if possible 
text-based formats like JSON are a good idea 

• Tooling: need to have toos & provide training for users beyond experiments 
this workshop!

How do we do it?



It's difficult to find a solution / data format to publish "any model" 
• there are very few first-principles constraints as to what a valid  
• in full generality boils down to essentially preserving  abitrary programs 

But if we're willing to constrain ourselves to subset of valid  it's easier 
• "closed world" of finite number of building blocks from 

which complicated models can be built 
• successful in LHC physics internally. Focus on this, solve general problem later

p(x |θ)

p(x |θ)

Close World vs Open World



Closed World of HistFactory

Typical Binned Likelihood Model: HistFactory 

Models multile disjoint phase-space regions in 
a joint measrement

p(x |θ) = ∏
c

Pois(nc(x) |λc(θ))

binned data

expected rates
multiple regions

Examle: 4 regions



Closed World of HistFactory

Typical Binned Likelihood Model: HistFactory 

The expected rate of each region is the 
sum of multiple parametrized  components 

uncertainties & normalization on components from 
a fixed set of "rate modifiers" 

p(x |θ) = ∏
c

Pois(nc(x) |λc(θ))

Pois(nc |λ(θ)), λ(θ) = ∑
s∈samples

λs(θ)
bkg

signal



JSON Likelihoods

Models like HistFactory are easily described  with "declarative languages" 
• don't need full complexity of a program, just describe the building blocks 

Original HistFactory: XML+ROOT-based  
• good integration into remaining 

ROOT stats ecosystem 

"pyhf" format: JSON (convertible to ROOT): 
• this helps provide language- 

independent data products 
• this is what ATLAS releases across 

groups (Top, SUSY, Exotics...) 



Beyond HistFactory

HistFactory is used in ATLAS,  LHCb, Bellle-II, ...  
• CMS uses a similar model: "Combine" (originally from Higgs Group) 
• would be nice to explore publishing those as well 

JSON and Format have limits. ROOT is able to express a much wider set 
of probability models at the cost of being tied to ROOT. 
• "ROOT Workspace" serialization since 2007 available 
• basis of e.g. Higgs Combinations 

 

Maybe now that we've escaped the 
"potential well" for publishing  likelihoods 
we can revisit publishing the ROOT Workspaces 
• a different tradeoff but very valuable



Tooling

LHC Experiments are now releasing unprecedentent level of detail` 
• requires good communication about conventions and terms 
• Example: "how do you define a expected limit" 

• tools that both theorists and experimentalists share 
• should easily be integratable in their software 
• language-agnostic & easy python API of pyhf probably helped adoption



For Reinterpretation: "Patching" as a first class operation

Byproduct of JSON tooling: manipulating the models easy to reason about 
• Patching: remove some parts, add new parts to the model 
• natural connection to reinteretation. "recasting = producing new patches"

excluded!

recasting toolsnew model

"New Patch"

Bkg-only Model"Original Model" patch

excluded!
reproduce

reuse/ 
reinterpret

publish to HepData

preserve analysis



Summary

Likelihood publishing has been a long-time coming 

• many intermediate achievements paving way for full model release 
• now it's happening & we can try to build a community around this new practice 
• best argument to experiments to continue publishing likelihoods is to demonstrate 

that you use & cite them 

Have a great workshop!


