CMS

Grid Model / Performance / Setups / Operations

Josep Flix (CIEMAT)
CMS Computing Facilities co-coordinator
for C(MS Computing

1t Regional Operating Centre for Latin America (ROC_LA) Workshop
[8th October 2010]




Outline

> Qverview of the CMS distributed Computing Model

> Some performance seen this 2010 year with p-p collisions @ 7 TeV
> Review of CMS services that run at the sites

> (MS Tier-2 description and expectations

> How good a CMS site is to run Workflows? Site Readiness

> Computing Shifts
> Tools for Monitoring + Meetings

» Useful educational links

Disclaimer: some plots are real example plots. Sometimes do not represent today’s view of site performance
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MS ¢
detector Yl

~50k jobs/day

~150k jobs/day

Tier-0 7 Tier-1s ~50 Tier-3s

(the accelerator centre) (“online” to the DAQ) in ~10 countries
Data acquisition & initial processing High availability centers End-user physics analyses Small centers, mainly located in Universities
Long-term mass data storage Custodial mass storage of share of data Detector Studies End-user physics analyses
(CMS CERN Analysis Facility Data reconstruction and reprocessing MonteCarlo Simulation = Tier-1 Marginal MonteCarlo Simulation, due
atency citcal data processing, high priority analysis) Data skimming Replication of data between Tier-2s to lack of resources
Distribution of data = Tier-1 centres MC Simulation Marginally support in Operations

Distribute analysis data = Tier-2s
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(Perf.1) 2010: Tier-0—> Tier-1 transfers

> CMS Primary Datasets (PDs) custodially distributed according to Tier-1 tape pledges
> “Run2010A” data (June—> September) generated 513 TBs of custodial data

> All 7 Tier-1 sites receiving custodial data (peaks correspond to fills):
> Averaged data transfer rates lower than expected; increasing trend ; some daily peaks exceeding 500 MB/s

> Very good data transfer qualities (*)

™)

CMS PhEDEXx - Transfer Rate
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Maximum: 665.65 MB/s, Minimum: 0.00 MB/s, Average: 112.89 MBfs, Current: 167.35 MB/s
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Terminated jobs
188 Days from Week 13 of 2010 to We: k 40 of 2010
T T
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> Tier-1sites functioning well for prompt skimming and reprocessing

> Difficulties to spread the processing load according to pledges because of time
constraints and very small amount of work

> Using MC to maximize resource utilization on Tier-1 level (since 20th of August)
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(Perf. 3) 2010: Tier-2s processing

Terminated jobs

188 Days from Week 13 of 2010 to Week 40 of 2010
200,000 T T T T T T

150,000
analysis

100,000

- =

b S=2iesits i H HEH 4 4,539,968
0 : : i : 5 i
Jun 2010 Oct 2010 5,020,746
JobRobot
W T2_US_Wisconsin W T2_US_Nebraska | 1T2_US_Purdue WT2_US_UcsD WT2_ES_CIEMAT
BWT2_Us MIT BT2_US_Florida B T2_FR_IPHC B T2_DE_RWTH BMT2 UK _London IC production
W T2_CH_Cscs B T2_Us_caltech HT2_ES_IFCA MT2_IT_Pisa M T2_DE_DESY Test Jobs
O12_1m_Rari T2 FR_GRIF_LLR [ T2_FR_CCINZP3 [IT2_IN_TIFR MT2_IT_Legnaro
[JT2 PT_NCG _Lisbon T2 _HU Budapest ET2_TW Taiwan B T2_IT_Rome [T2_AT vienna
[ T2_RU_JINR B T2_CN_Beijing B T2 _FR_GRIF_IRFU BT2_Uk_London_Brunel EIT2_FI_HIP
B T2 UK SGrid_RALPP IT2_KR_KNU W T2_TR_METU T2 BE_IIHE [T2_EE Estonia
B T2 _BR_SPRACE WT2_PL_Warsaw W72 BE UCL BT2_PT_LIP_Lishon W12 _RU_ITEP
[ T2_BR_UER]J []T2_RU_INR W T2_RU_RRC_KI M T2_RU_SINP BT2_Uk_SGrid_Bristol
W T2_UA_KIPT M T2_RU_IHEP M T2_RU_PNPI W T2_PK_NCP [JT2_PL_Cracow

Maximum: 196,944 , Minimum: 49,277 , Average: 124,257 , Current: 77,972

> Approx. 20kjobs running at all the sites (50) at any time (150 kjobs/day done)
> Analysis activities dominant... Around 800 distinct users / month!
> Tier-2 utilization for MC production driven by requests (plus few opportunistic T3s)
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CMS Services at the sites 1/2

> (MS software shared area:
> (MSSW software installed automatically in shared area by CMS through Grid interface
> Two coordination teams (EGEE and 05SG)

> Squid servers:
> Used for distributed database infrastructure, stable and low effort
> Sites need to update to the latest release when announced
> 1squid server for 800 slots, approx.

> Local WN disk space (needed for caching input files - LazyDownload - and temporary
writing job output), needs to be sufficiently dimensioned:

> (MS is working hard to restrict *all* file sizes to <10 GB and optimize workflows not to
overfill WNs at the sites

> Normally, transfer limitations hit at 20GB
> Ideally sites would have 20GB per core of local disk scratch
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CMS Services at the sites 2/2

> PhEDEX Transfer service with correctly working Trivial File Catalog (TFC):

> The TFCis essentially a common name space for translating logical file names to physical
file name, used by Job Submission Framework as well

> Data Manager associated with the site approve incoming transfer requests

> AtT1's, the File/Tape families are setup well in advance (LFNs are notified to sites via
Savannah ticketing system and assigned to T1's Savannah Squads)

> Site-local-config.xml used to define local protocols used at the site by jobs, sets
remote SE stage-out (if needed), describe multiple squids at the site (load balancing),...

> (MS Needs space in the SE to store persistent experimental data for analysis and
processing access

> Additionally we need temporary space for output files before they are merged together
and transferred to their final destination

> Temporary space is currently cleaned up by the local site, according to policies
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The CMS Tier-2 case (1/3)

> In summary, the Tier-2 sites provide:
> services for local communities
> grid-based analysis for the whole CMS experiment (Tier-2 resources available through the grid)

> Monte Carlo simulation for the whole CMS experiment

> A'"nominal" T2 is ~200TB of storage with 400 cpu's, expected to support >40 users
> The Tier-2 is associated with one or more CMS Physics Groups

> Sites aren't necessarily expected to provide interactive access/user interface to these users

> Sites are expected to install, configure and run appropriate Grid Middleware...

> Currently CMS can run on LCG, 05G and NorduGrid
> Compute Element(s) (CE,CREAM-CE) and a Storage Element(s) (SE), as SRM interface for WAN/LAN transfers

> Tier-2sites are expected to provide "working hours" support, this includes running the Grid Middleware

> ...and to install, configure and run CMS services (help/support/monitors provided)
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The CMS Tier-2 :: storage resources

»  ATier-2 site must have a minimum of about 200 TB to be a functional site within CMS;
such a site could host at least one Physics Group and centrally-controlled analysis data
while still providing sufficient resources for their local users

Storage
M production 20TH 10% of storage
Centrally allocated analysis data (RECO) a0 TH A0 TE

FPhysics group allocated analysis data (up to three groups) 60 TH per group supported 40 TB per group supported

Feserved for local community a0-100TH remaining storage
Lzer generated data (~40 users) 0.5-1 TB peruser supported  0.5-1 TB per user supported
Temporary stage out 1TB 1TB
m Technical Mame European Tier-2 Site(s) Non-European Tier-2 site(s)
PAG:
Forward physics forward T2_DE_DESY T2_BRE_UERJ, T2_US_Wisconsin
QcD gecd T2_DE_DESY, T2_FR_CCIMZP3, T2_HU_Budapest T2_US_Caltech, T2_LUS_MIT

[EEYEY Lia i m TAOCD I, T M ST L T 0T Mmen TAOOLID RAIT T

> For2011, the “nominal” Tier-2 is expected to double; ~400TB
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The CMS Tier-2 :: CMS data @ the site

> No use of File Catalogue being maintained at sites (e.g. LCG Local File Catalogue)

> CMS uses the namespace in the storage system and the Trivial File Catalogue (TFC)
to map from a logical file name (/store/data/myfile) to a physical file name that
jobs/transfers can access

> This also means the CMS namespace is clearly defined, such as:

Namespace guidelines

LFN namespace Type of Data Who has write permissions

Istare Base path of CMS namespace na

Istorefdata Real data from CMS, transferred to your site using PhEDEX FhEDEx Operator userirole

Istorafmc Simulated data either transferred to your site using PhEDE:x or created atvour site FhEDEx Operator, Central Operations roles
Istorefuserfusername Cutput from the users your site supports, identified by username Fersan identified by username, restricted by DR
Istarefgroupfgroupname  Qutput from the groups your site supparts, identified by groop Member of YOMS rale identified by group
Istorefresultsigroupnarme  Output from fstorefgroup merged and catalogues in central DBS Central Operations roles

Istoreftermp Base path oftemporary data inthe CWS namespace na

Istoreftermpldata Temporar files produced by central operations during processing data from CMES Central Operations roles

Istoreftemplme Temporary files produced by central operations during production of simulated data Central Operations roles

Istoreftermpiuser Temporary output from the users, identified by username: each user will write in fstoreftempfusers All CMS users

There are four ather "reserved” portions of the namespace: istareftempitranster, istarefrelval, fstorefdgm and Istaredlumi. In general you won't need to warry about them.

> Data Bookkeeping System (DBS): DB & user AP that indexes event-data data for CMS
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The CMS Tier-2 :: CPU resources

> ~50% of the CPU at Tier-2s is reqularly used by centrally run production activities
This MCsimulation data will be shipped to the associated Tier-1 centre
The produced + intermediate files created are automatically removed once the production has completed

The total nominal power is of 3500 H506, so ~400 cores would be a nominal size for a Tier-2 site
2 GBs/core RAM memory - 20GB /core local disk - 1 MB/s/core agg. throughput (LAN)

v Vv Vv Vv

Running jobs

189 Days from Week 13 of 2010 to Week 40 of 2010
50,000 s . .

40,000 j

Averaged runningjobs/day 30,000
atall Tie-2s

20kjobs/day @ 50 sites
(400 slots / site)

20,000 @

10,000

€—__ ~200 slots/site used
for MC production

May 2010 Jun 2010 Jul 2010 Aug 2010 Sep 2010 Oct 2010

M analysis Mproduction [l test M jobRobot Mprivate_production
M unknown [sw_installation Bbackfill WTo Wwrong

Maximum: 45,982 , Minimum: 5,502 , Average: 18,102 , Current: 24,142

8th March 2010 1t Regional Operating Centre for Latin America (ROC_LA) Workshop




> MC production needs to be shipped to the associated Tier-1

> Normally all production created in a region is shipped to its Tier-1 (data is transferred in chunks — left plot)
> 48 Tier-2 sites participated in MC production this 2010 (1.5 PBs MC data — avg ~30 TBs/site — right plot)

CMS PhEDEX - Transfer Rate

1200

Tier-2s = Tier-1s

336 Hours from 2010-09-05 to 2010-09-19 UTC
I I ! I

1,000

Transfer Rate [MBfs]

é”chunks”

2013-09-05 2010-09-00 2010-00-13 2010-00-15
Time

I T2_UU5 Mebracka LIT2_U5 Purdue [T2_U5 Caltech I T2_U5 UCsD

W T2_Us M [OT2_US Florida ET2_US_Wiscansin OT2.CH.C5(S

[ T2_DE_DESY Q72,07 Pisa WT2_FR_IPHC H T2_FR_CCINZP3

O T2_PT_NCG_Lishen OIT2_KR_KNU W72 Legnaro OT2T_Rome
072K _Londan IC ET2IT Bari {72 HU Budapast OT2.E5 IFCA

O T2_UK_SGrid RALEP W T2_AT Vienna HT2.BE UL B T2_FR_GRIF IRFU
O T2_TR_METU W72 PL Warsaw {72 BE_IHE I T2_RU_SINp

W T2 RUTEP 72_UA_KIPT T2 RURRC K

Maximum: 1,175 MB/s, Minimum: 0.00 MB/s, Average: 164.41 MB/s, Current: 13.02 MB/s
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1010-09-17

2010-09-19

LI T2_DE_AWTH
O T2.ES CIEMAT
I T2_FR_GRIF LLR
HT2.RUJINR

O T2.CN Beijing
O T2_TW Taiwan
O T2_RU_INR

CMS PhEDEx - Cumulative Transfer Volume
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Feb 2010

T2 U5 _Wisconsin

{72 DE RWTH

Q1217 Pea

Q7217 Bari

O T2.FR_IPHC

072 BE UL

T2 UK London Brunal
ET2_FR_GRIF IRFU
ET2RUINR

B T2_UK_SGrid_Bristol

38 Weeks from Week 01 of 2010 to Week 40 of 2010 Tier-2s = Tier-1s
T T I T T T i

Mar2010  Apr2010  May2010  pn2010 Q2010 Awg2010  Sep2010 (et 2010
Time

LIT2_US Purdue T2 U5 MIT [ T2_US Mebraska LI T2_ES_CIEMAT
[72_DE_DESY [T2.Us Caltech OT2.Us UcsD QT2 Legnara
[IT2_US Flerida T2 FR CCINZP HT2IT Rome ET2ES IFCA
OIT2_AT Vienna B T2 FR_GRIF LLR OT2_HU_Budapest E T2_UK_London_IC
HET2_CN Beijing [IT2_PT_NCG_Lishon OT2INTIFR ET2.CH 0505
HTZ_AUJINR B2 KR _KNU [ T2_UK_SGrid_RALEP OT2TW Taiwan
T2 BE IHE OT2.TR_METU W T2.CH CAF O T2 PL Warsaw
T2 RU_Sihp 72_UA KT OT2.RURRC K OTZFLHP
T2 BR UER) ET2 R ITEP [ T2_EE Estonia O T2RU_Hep
CIT2.PT_LIP Lishon 72 BR_SPRACE

Total: 1,583 T8, Average Rate; 0.00 TB/s
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> Tier-2 sites receive data from Tier-1s for further analysis (1-10 Gbps WAN desirable)
> 50 sites have received data in 2010 (8.6 PBs of data = avg. ~170 TBs/site)

2500

CMS PhEDEX - Transfer Rate

Tier-1s = Tier-2s

336 Hours from 2010-09-24 to 2010-10-08 UTC
T T T T

Transfer Rate [MBSs]

[0 T2_UK_Landan_IC
A T2_Us MIT

[ T2_DE DESY
IT2_FR_GRIF LLR
OT2.E5 IFCA
OT2.CH.CsCs
OT2AT Vienna
ET2 AU IR

[ T2_PT_NCG_Lishon

LITZUS Nebraska [AIT2_DE AWTH I T_US_UCSD
OT2._US Purdue [ET2_US Florida 0T2_Us Caltech
02TV Teiwan W2 FLHp [ T2.LK S6rid RALPP
21T Pisa W72 FRIPHC 072 B UER)
ET2_UK Londan Brunel OTZINTIFR QT2 Bari

B 72O Beijing T2.ES_CIENAT W T2RU_TEP
W20 SINP OIT2.HU Budapest W 2R KU
[I72_BR SPRACE T2, BE UcL T2 Rome

Maximum: 2,015 MB/s, Minimum: 64.08 MB/s, Average: 616.01 MBfs, Current: 580,03 MB/z
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CMS PhEDEX - Cumulative Transfer Volume
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I T2.US Nebraska LIT2.UK London € {72 DE DESY WT2.CH.OHF 152,05 Florida
ET2_US Wiscansin [IT2.Us UCsD 72,05 Caltech 072 Legnara [ T2_DE RWTH
[T2.Us Mt O e 72,05 Purdie T2 Bar BT2RRPHC
072w Taiwan {72 EE Estonia HT2ES ClemaT 0727 Rome ET2FR_GRIF LLA
AT2AHe ETLUKSGrid pALPD  [IT2.CH.CSCS 72,65 FCA [ T2.UK London Brunel
072N TR T2 C Befing HT2.FR CONIP3 72,8 IKE [T2.AT Vienna
A2 TR METU HroUkSrd st CITZLRUJNR T28e [I72.FR_GRIF IRFU
[T2.BR SPRACE 72 B UEF) T2 KA K 072 HU Budzpest [72.PL Warsaw
B72.PT LR Lisken 72,77 CG Lisbon B 2.RU ITEP 072,80 HEP D2, KT
HT2.RUSIP On e ET2RURRCK [72.RUINR B2 AU PN

Total: 8606 T8, Average Rate: 0.00 TB/s
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> Significant effort from link certification team; CMS is having serious T2—> T2 transfers
> Good for Physics Group skims and replicating data among Tier-2s

Commissioned Data Transfer Links Between Tier-2 Sites 159 Hours e e Rl oo ure  Tier-2s > Tier-2s
1500 ' ' ' ' '
1250
1000
750 mT2 LI T2_US_Wisc m a LI T2_US_Mebraska
- = E: . = TR
0 2010 transfers occurred among 965 T2-T2 links
(43 T2s involved - 3.5 PBs transferred)
D fE ARt nnaaa ntaa s ntasaaaiasiiatas it HHH i i o .
Mar 25  Mpr22  May 20 Jwe 17 July 15  Aug 12  Sep 9 avgs: 3.5 TBs/link < 81.4 TBs agg. per T2 site
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> SiteDB keeps track of all site contacts and responsibilities, configuration,
CMSSW versions, associated T1 and resource pledges

Y [ 2 SiteDB Ce
- Person Directory - Reports - Resource Pledg

SAM Nam

S }
HEPGRID UER] is a Tier 2 site based in Rio de Janeiro, RJ, Brazil. It runs the OSG grid middleware. If you have a problem using HEPGRID_UER] please open
a ticket in the Facilities Operations savannah

SiteDB :: HEPGRID UER] Resource
Pledge

Below Is the current resource pledge for HEPGRID UER]. To edit the pledged resource elick here.

To view the pledged resources for HEPGRID_UER) click here,

CMS Contacts Site Configuration o T80 3010 781
View pledge for SSSS
Eduardo Azevedo Revoredo Site Configuration in CVS
"Site Admin” "PhEDEx Contact” T2 BR UERJ SIE
tel 1: None, tel 2 None GOC information Total processing power available to CMS.
Jose Afonso Lajas Sanches GOCDB Link Cpu 690.0 (kSI2K}
"Site Admin™ GSTAT information Job Slets 400.0 (#)
tel 1: None, tel 2: None GSTAT Storage
Douglas Milanez Compute Element(s) Total storage aflocated to CMS.
"Slte Admin™ 0sgce6i4.nepgrid.uer].br osgce.heparid.uer].br Disk Store 380.0 (T8)
tel 1: None, tel 2: None
Storage Element(s) Tape Store 0.0 (TB)

Andre Sznajder Click to see DBS entries

Storage availabie for focal users, and available for transfer (e.g.
Ex.

“Bata Manager™ se-deache.hepgrid.uer].br a
tel 1: None, tel 2: None Local § 10.0 (TE;
PhEDEXx configuration B ok
Diego da Silva Gomes Cliik t subscribe data Wan Store 50.0 (TB)
“Admin"
T2 BR UERJ Network

tel 1: +41 076 231 6827, tel 2: 22 33 44

Expected national and international bandwidth.

H 2 NREN connection
; Associated Sites L0 (Gtps)
Software installed on HEPGRID_UER]
OPN connection 0.0 (Gbps)
. speed =

The following is the software installed Parent Sites I EEEEEEEEEEESEEEEEEESEEEEEEEEEEEER
according to the SAM tests. Please check the
results of the test if the list is blank - this » ENAL
means you may have a problem at your site.
Test results for osgcebd.heparid.uern.br
osgeefid. hepgrid.uerj. br a

-

No centrally installed CMSSW releases available an

8th March 2010 1t Regional Operating Centre for Latin America (ROC_LA) Workshop




Site Readiness in Operations

> Site Readiness is a reqular activity to:
> Measure the reliability of Grid sites when running CMS activities
> Provide sites with the information they need to solve eventual problems

> It runs as part of the CMS computing operations:
> Detailed reports at FacOps meetings and biweekly T2 support meetings
> Look at by Computing Shifters

> Takes into account several sources of information, for each CMS site:
> Site availability, from CMS SAM tests
»  Job Robot success rate

> Number of commissioned (certified) transfer links to/from other sites
» Data Transfer Qualities to/from other sites
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Site Availability - SAM tests (l)

- Use of the Site Availability Monitor (SAM) developed by EGEE for Grid operations
(adapted for CMS)

- Framework to run periodic tests on Grid services to check basic site & CMS functionalities

Computing resources Site Availability

26 Days from 2009-02-04 to 2009-03-02

6Ill Ilii

-Canrunajob?
- Can use the CMS software?
- Can read local data?

T1 DE FZK

T1 ES PIC

Storage resources
- (an copy data in and out?

T1 FR CCINZP3

- Site is unavailable when fails
at least one critical test ] | I H\ l l ll

TL UK RAL

fraction of time e
the Slte IS avallable » 2009-02-05 2009-02-08 2009-02-11 2009-02-14 2009-02-17 2009-02-20 2009-02-23 2009-02-26 2009-03-01

T T I | I B
%o %o

0%

( TEStS run once per hOUT 10% 20% 30% 40% 50% 60% 70% 80%
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Site Availability - SAM tests (ll)

| Site Availability, last 24 hours Site Availability, last 24 hours
_TzT_ %B_gl__UHét _T'i'era's— TL_IT_CNAF

T2_UK_SGrid_Bristol
T2_FR_IPHC
T2_KR_KNU

12_oe_oesy SN T1 DE FZK

T2 RU_SINP -7
T2_US_Caltech

T2_RU_ITEP

T2_UK_London_Brune! [ T1 FR CCINZP3

T2_RU_JINR

TZ_IT_Pisa
TZ_EE_Estonia
T2_US_Florida
T2_UK_London_IC
T2_US_Mebraska
T2_FR_CCINZP3
T2_ES_CIEMAT
T2_us_wisconsin SN T1_UK_RAL
T2_on_eeijing N
T2_DE_RWTH
T2_PT_LIP_Lisbon
T2_PT_LIP_Coimbra - T1_US_FNAL
T2_eR_seract S
T2_FR_GRIF_LLR
T2_BE_IHE
T2_FR_GRIF_IRFU
T2_US_UCSD
T2_CH_CSCS
T2_US_Purdue
T2_US_MIT
TZ_IT Legnaro
T2_IN_TIFR
T2_IT Bari
T2_TR_METU
T2_TW_Taiwan
T2_HU_Budapest
T2_BR_UER|
T2_ES_IFCA
T2_RU_RRC_KI
T2_RU_INR
T2_UK_SGrid_RALPP
TZ_IT_Rome
T2_PL_Warsaw
T2_UA_KIPT
T2_PK_NCP
T2_RU_PNPI
T2_TR_ULAKBIM
T2_RU_IHEP

T1_E5_FIC

T1_TW_ASGC

T T T T T
| 1 | | |
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

> Site is OK if availability last 24h is

> 90% (Tier-1)
> 80% (Tier-2)

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% } Malntenances monltorEd Separately

D||||||I‘||||||||

20 40 60
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Job Robot success rate

- Job Robot = a tool to submit test analysis jobs to CMS sites

Quality Ranking for the JobRobot last 7 days
- A set of agents (preparation, submission, collection) 7+
- Uses CRAB, the CMS analysis job submission tool
- Jobs are submitted as a collection to the gLite WMS =
- Reads a dataset at the sites of ~500 GB

- Each day the job per site &
is measured

"IIIIIIIW

_US Py
T2_TW_Taiwan

. Site is OK if success rate last 24h is

T2
T2T Eari B
T2_US Caltech
T1_ES_PIC | L
T2_KR_KNU | ] I
o ° T2_AT Vienna [ ]
> 80% (Tier-2) l
T2_EE_Estonia f= | I
T2 _RaLPR B
R_UER) [

- Currently running ~25k jobs/day i~ )

7 [
% % % % % % % % % %
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Commission of Data Transfer links

> For sites to be usable, data transfer links need to be operational

» The Debugging Data Transfers (DDT) program, created July 2007, defined the
metrics, a procedure/tools to certify links and assisted sites in solving problems

» The minimum requirements to COMMISSION a transfer link are;

5 MB/s sustained for 24h for Tier-2 — Tier-1 links
20 MB/s sustained for 24h for Tier-0 — Tier-1 and Tier-1 («»)— Tier-X links

> Each COMMISSIONED link is enabled and is used in production

> Based on the operational needs, site is considered OK if

Tier-2 sites

T0 — T1 should be commissioned > 2 commissioned links to T1 sites

> 4 commissioned links from/to, respectively, other T1 > 4 commissioned links from T1 sites
> 20 commissioned links to T2s
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Data Transfer Qualities

- The transfer quality on all active links is presently probed with low rate data transfers

« All production links are continuously exercised with transfers at 0.5 MB/s/link (Debug)
- This, added to Production transfers, allows to detect systematic problems, not only at
the network level, but also in the data transfer services and the storage infrastructure

CMS PhEDEX - Transfer Quality »\’\f> CMS PhEDEXx - Transfer Quality
§ Hours from 2010-10-03 23:00 to 2010-10-07 23:00 UTC Q 396 Hours fr om 2010-10-03 23 00 t 2010-10- 0? 23 00 UTC
T T T T ]
] : 7 ] T2_DE_DESY to T1_CH_g Q)QS@ Q\\Q l I I I I
T2_DE_DESY to T1_DE_KI : T2 DE DESY to T1 DE Q\Q IIIIIIII
I T2_DE_DESY to T1_ES_PIC_Bu
T2_DE_DESY to T1_FRA_CCIN2P3_Buffer I I I I I I I I
r2_DE_DESY to TL_FR_CCIN2P3_Buffer ] 1 : : : ) : 1 I I I
] ] ; ] : : : T2_DE_DESY ta T1_IT_CNAF_Buffer
e ____________ __________ i : : | . T2_DE_DESY to T1_TW_ASGC_Buffer I I I | I
o | | | I |||| |||| ||| |||| I
T2_DE_DESY to TL_US_FNAL_Buffer i i i

! ! ! T2_DE_RWTH to T1_CH_CERN_Buffer I II

h ' h T2_DE_RWTH to T1_DE_KIT_Buffer

T2 NTH S_PIC_Buffer II

T2_DE_RWTH to T1_DE | uffer i : 4 4 4 %
: : ! ! : ! r2_DE_RWTH to T1_FR_CCINZP3_Buffer I| 1
------------ ----------- ---------- g ------------ T2_DE_RWTH to TL_IT_CNAF_Buffer III II IIII
T2_DE_RWTH to T1_US5_FNAL_Buffer ] ] ] ! ' ' : T2_DE_RWTH to T1_TW_ASGC_Buffer I
; : ; } : : : T2_DE_RWTH to T1_US_FNAL_Buffer
i i i i i i i
23:00 11:.00 23:00 11:00 23:00 11:00 23:00 11:00 23:00 23;90 11;00 zz;uu 11:00 23:00 11;00 23;00 11: i) 23:00
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

« CMS requires transfer qualities >50% on > half of links in relevant flows
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Put all together: Site Readiness status

- Sites are provided with daily results table: S

solved in labour days, 3) Stability brings the
the Tier-2 goes to site to Ready state

NR State.
T2_RU_RRC_KI

Sto Roaaness s Il W w_w v I

Maintenance:

Job Robhot:

SAM Availability:

Good T2 links from T1s:
Good T2 links to T1s:
Active T2 links from T1s:
Active T2 links to T1s: 1) Persistent problems

(>3 days ERROR in a week) bring
sites to NR state. However, weekend
failures do not negatively i 2010-10-07 02:30:02 (UTE)
impact the Tier-2 sites

o7

« Sites should be able to become again READY quickly:

- the intermediate state gives sites reasonable time to recover
- 2 consecutive days OK brings a NOT-READY site to READY (3)
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Put all together: Site Readiness %

- Lifetimes of production/analysis .=
activities in Tier-1 or Tier-2 sites ==

is ~2 weeks

- Hence, the fraction of time a site ==
has been stable and reliable
(RorW)isestimated basedon =
the last 15-days history of
Site Readiness status e
(downtimes are ignored)

Site Readiness %5425 -
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T2 Readiness Rank last 15 days (+SD %) [2010-10-07]

e e e e

T2Z_AT \ienna o)
T2_DE_RWTH (0%}
T2_US_Purdue (0%)
K_London_Brunel {0%)
2_FR_CCINZPZ (13%)
2_UK_London_IC (0%)
PT_LIP_Lisbon (0%}
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Site Readiness Status for CMS Tier-2 sites
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> Site Readiness is a good first indicator things are ok at the site to run workflows

> Revised weekly at the Computing Operations Meeting

> Favorably evolution for T15/T2s
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CMS Computing Operations Group

-> (MS Computing Operations steered by 3 projects
> Data Operations (coords: Gutsche / Klute)

> Responsible for central data processing and transfers: RAW data repacking and prompt reconstruction at
10, RAW data and MCrereconstruction and skimming at T1's, MC production at T2’s

> Ensure central data consistency and data distribution to T0/T1s including custodial storage of primary
datasets

> Facilities Operations (coords: Kreuzer / Flix)

> Responsible of providing and maintain a working distributed computing fabric with a consistent working
environment for Data Operations and Analysis users

> Itinvolves coordination of facilities operation, resource management and liaison to external projects and
organizations

> Analysis Operations (coords: Wurthwein, Belforte)

»  Responsible for central data placement at T2s, CRAB server operations, validation, and support, and for
metrics, monitoring and evaluation of the distributed analysis system

-> Strong central teams complemented by CMS contacts at Tiers, working in sync
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Computing: Central Shifts

> Additionally...

> A Computing Shift Person (CSP) is active 24/7:
> Few Primary Centres in multiple time zones.

> Many existing secondary CMS Centres worldwide.
> permanent EVO room.

> Now: ~70 shifters in 3 time-zones distributed in ~10 remote centers around the world
participate to 24/7 coverage of CMS Computing infrastructure and workflow monitoring.

» 3 shifters/day — enough Centres to have them on-duty in a locally convenient time.

> Complemented by a Computing Run Coordinator (CRC).

> Procedures for 24/7 coverage of Critical Services are being deployed, with proactive
participation of the CRC.

> (RCacting as WLCG liason for daily Operations calls and biweekly T1 Operations meeting.
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GGUS

FAQ/Wiki - Documentation -

Training + Contact - Masthead

Home - Submit ticket - Registration - Support staff

Welcome to Global Grid User Support

Tickets @ GGUS

3
b
.

on your GGUS account

| via browser
ot via email

GGUS tickets for Daniele Bonacorsi

b} Status
3 assigned
3 on hoid

Date Info
2009-10-13  Castor at CERN unavailabie?
20091002 TEST

(openiclosedisubscrived)

» Search ticket database

Latest open tickets
)

» alice
3 none
» none
. he
» thet
» cms
» inco
» thch
» Ihed
3 none
. none
. none
» none
. other
. atlas

> GGUS

Info

hiw

hig

his

Cleaning <SAPath>/Ihchidata/CCRCD8

Cleaning <SAPath>/Inchidata/CCRCD8

Castor at CERN unavailable?

Could ot determine shared area for site at thin01...
Could not determine shared area for site at tau-ce...
CASTOR unavailable at CERN

TEST - TEST - TEST Test *s8DIl-sanity* failed on n.
RGMA problem(s) detected for mon01
CE prablem(s) detected for ce.cp.di.uminho.pt (UMi...
RGMA problem(s) detected for apis.dsic.upv.es (UPV.
Cannot transfer file from SE to local storage:
ATLASProduction 15.3.1.4 job running failure 100%.

unican.es ..

Latest news

News from 009-10-02 08:10 UTC:

» ! Network maintenance at FZK on Thursday, 2009-10-08 from 16:00 to
16:30 UTC

News from & 009-09-30 07:28 UTC

» New release of the GGUS portal online

News from 009-03-19 13:36 UTC
» GGUS CHEP'08 Poster

¥ Recently created FAQs (last modified: 2009-08-00 09:08)
» News at CIC-Portal

GGUS toolsireports

» GGUS Report Generator
P GGUS ticket timeline tool - TTT
» Escalation reports

» Metrics reports

GGUS development plans

» Description of development procedures

» Submit a request for a new feature to GGUS
» Browse current open features

» Plans for upcoming releases

» Ongoing worklist & Release Notes

GRS Saarch

LCG Savannah

s bonacor
ming liems

roups
My Account Gonf

Logout

Clean R
Printer Version

i Projects %

Search

ter New Project

Full List
Gaontributors Wanted
Statistics

Site |

User Docs: Gookbook
User Docs: In Depth
Guide

Get Support
Contact Us

Links

GNU/Savane

Savannah

@ CMS Computing Infrastructure Support - Support: Browse ltems

Group

Main Docs Support Source Code Tasks

#110213

#110218 WMS setup for cms Role=priorityuser and pool account limit

#110274

#110291 wms202 and wms218 at CERN show problem in proxy delegation

#110309

#110386 Aborted jobs at Padova for users accessing dataset in Legnaro

#110539

#110555

#110517

#110518

#110550

184 matching items - ltems 1 to 50 Na

Commisioning Muon T2-T2 links

October exercise: Fix required on Padova CE (deny
[cms/Role=priorityuser) to avoid running on Padova instead of Legnaro

error with working dir, nomore priorityuser mapping, accessing a

datasetat Purdue

Grid Aborted at T2_FR_CCIN2P3

failures accessing MC files (8001/8020) for instance ppMuX/Summer03- 2

MC_31X_V3_SD_DoubleMu-v1/GEN-SIM-RECO
Some CMSSW version published but not present

SRAMv2 for T3_CO_Uniandes

Problem with CC-IN2P3 AF

. Long tradition of the standard Global Grid User Support system
Reaches the WLCG site-admins and the fabric-level experts
» Savannah

» Problem tracking, troubleshooting reference, statistics, ...
Reaches ‘squads’ easy to define: CMS contacts at Tiers, tools/services experts, ...
More: baseline tool for Offline Computing shifts, integrated with other CMS projects, ...

»

8th March 2010

1t Regional Operating Ce

tre for Latin America (ROC_LA) Workshop

News

0411:18

a.

2008-10-
1217:00
009-10-

e ® s

cmscompinfrasup-

ddt

cmscompinfrasup-

glitewms

cmscompinfrasup-

t2itlegnaro

cmscompinfrasup-

glitewms

cmscompinfrasup-

t2uspurdue

cmscompinfrasup-

t2itlegnaro

cmscompinfrasup-

t2frecin2p3

cmscompinfrasup-

t2uspurdue

cmscompinfrasup-

cmsswdeploy

cmscompinfrasup-

sam

cmscompinfrasup-

t2frecin2pd

&
afanfani
afanfani
afanfani
afanfani
afanfani
afanfani
afanfani
afanfani
aholguin
aholguin

andriusj



Ticketing System 2/2

> (MS requested a Savannah-to-GGUS bridging:
> Work finalized and being used in Operations (for Tier-1s)
> ‘normal’ GGUS tickets are opened with this re-direction:
> Savannah ticket stays ‘on hold’

> Savannah ticket gets automatically closed when GGUS ticket is closed.

> (MS Computing Run Coordinators (CRC’s) to open TEAM or ALARM tickets:
> TEAM role assigned to all CRC's by default.

> ALARM role already assigned to core computing experts in CMS (6).
> Additionally, ALARM role to be provided to the CRC on duty.
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> Central Squid Server Monitors:
» Individual squid MRTG charts (H

8th March 2010

ome tools used in daily Operations

ttp://frontier.cern.ch/squidstats/status.html

:TZ_ES_CIEMAT Cache Statistics: HTTP Hits/Requests

System Tz E3 CIEMAT
Maintainer: Barry Blumenfeld
Description: Frontier Server: Squid, T2_ES CIEMAT,

P Hits/Requests; Traffic; Cached Objects)

u 1 R 4 * * A u
B The statistics were last updated Thursday, 7 October® 12_ES_CIEMAT Cache Statistics: Server traffic volume (In/Out) =
Y, WESE -

: at which time "squid 2.7.STABLE6Hix2451" had beeE -
] m Systern T2 _ES CIEMAT :
N ailvt Ty T Avers
: Daily' Graph (5 Minute Average) : Maintainer: Barry Bhmenfeld .
. . L]
: o :Descnphonl:ronnerserverSqmd’TZ—ES—CIE’MAT’llllllllIllllllllll-lllllllllllllllllllllllll.
[ ] ) m The statistics were last updated Thursday, 7 October 2Gd 1 1/ 1 PO AL T -
. i vic i “squid 2.7 STABLEGHix2451" b e T2_ES_CIEMAT Cache Statistics: Number of Cached Objects
30.0 k
u o " i - . .
=g s Daily' Graph (5 Minute Average) m System: T2 ES_CIEMAT
a 200 : » Maintainer: Barry Blumenfeld
: 9B [k | 26 1 g Description Frontier Server: Squid, T2_ES_CIEMAT
u J.ILJ l [ . |l The statistics were last updated Tharsday, 7 October 2010 at 21:15 UTC,
: 0.0k el + e at which time "squid 2.7 STABLE6H1x245]1" had been up for 48 days, 12:03:38.
- o 1416 18 20 22 0 2 4 & 2% |
- Max Average Curel [ el "Daily' Graph (5 Minute Average)
m HITPreqgs  385kreg/min  29420reqfmin 40150 recp g 29
® HTTP fetches 7050 req/min 270 tegfmin 10 el ' Oct 07 2010 21:15 UTC
"pesssEsEsEEEnEsnnnnnnnnfd ‘L‘h 0.0 k R ERR
. 0.0 M Ll -
L] 12 14 16 18 20 22 0 2 4 6 & 1m
- = 7.0 k
u Max Average Current L
N Total SMBOKESs 1DS0KBIs  4SEODIBN s § ook
m Feiches  2350kBSs 30kB/s 00 ERSs 1
"pepsssssssssnnnnnnnnnnd B0 &
n .
(]
o 0.0 k
N 12 14 46 48 20 22 & 2 4 6 & 10 12 14 16 18 20
: Max Average  Currenmt

W Objnum 331kebi 241kekj 331 kobi
.llllllllllIllllllllllIllllllllllllllllllllllll
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Some tools used in daily Operations

> DashBoard: http://dashboard.cern.ch/cms/index.htm!

> single entry point to a large fraction of monitoring data collected from the distributed
CMS computing system.

dashboard S

home page Current applications

malling list Interactive view

report bug History view

wiki Task monitoring for the analysis users
job exit codes Site availability based on the SAM tests
help on using CMS Dashboard Production Monitoring

licati siatiati Site status board
applications IStIC i =
production server CMS Critical services

development server Validation in progress
usage by application Task monitoring for the production users

Interactive view (test)

Input dataset monitoring

Site status board (development)

New site availability based on SAM tests
CMS workflow map

Data Mining on Analysis Job Information
Historical view (development)

0Old applications
IO Rate Monitoring

History view (old version)

Dashboard, CERN
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> DBS: https://cmsweb.cern.ch/dbs discovery/

> Provides a DBS QUERY LANGUAGE (DBS-QL), designed to help users to find out CMS
data quickly.

: Dashboard DBES Discovery DataTransfer SiteDB CondDBE TOMon  Support jflx » logout :
Home - aSearch - Navigator - RSS - Status - Runs - Admin - Tools - Help - Contact - TinyURL

ADVANCED KEYWORD SEARCH

DBS instances | cms_dbs_prod_global /3]  [HELP|
f_ Search | [ Reset’
MENU-DRIVEN INTERFACE
Physics groups | Any +
Data tier [ any s |

[] composed tier, e.g. GEN-SIM:

Software releases % pioace wait, while we retrieve your data

Data types | any 4+

Primary dataset/ | rs|
MC generators _
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Some tools used in daily Operations

> PhEDEX: http://cmsweb.cern.ch/phedex

> Provides the data placement and the file transfer system for the CMS experiment

ﬂllIllllllllIIIllllllllIlIllllllllIlIllllllllIlIllllllllIlIllllllllIlIlllllllIIlIlllllllllllllllllllllllllllll%
' DB Instance: Production == =
| | = |}
: PhEDEx - CMS Data Transfers jose Fllx | Sign out :
" : Logged in via Certificate "
a Info Activity Data Reguests Components Reports Mext-~gen website =
| |
. | Overview | About | Documentation | Presentations | HyperNews Forum | Support Tracker | Developers | Data Service -
. .
u n
| | | |
| . .
- Info Activity Data .
|
. .
] . . ]
- Overview Rate Replicas .
| |
- About Rate Plots Subscriptions -
. Documentation Queue Plots LoadTest Injections -
| |
- Presentations Quality Plots Verification -
. .
. HyperNews Forum Routing -
L ]
- Support Tracker Transfer Details -
. Developers Deletions -
| | | |
: Data Service Recent Errors .
- -
| | | |
u |
. Requests Components Reports -
. .
B Overview Status Daily Reports -
- Create Request Processes Daily Report -
| | |
B View/Manage Requests Links File Sizes :
. Site Usage -
| | |
u Croup Usage .
u n
:lllllIIlIllllllllIIIllllllllIlIlllllllIIlIllllllllIIIllllllllIllllllllllIllllllllllIlllIIIIIIIIIIIIIIIIIIIIIII:
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Some tools used in daily Operations

P SSB: http://dashb-ssb.cern.ch/dashboard/request.py/siteviewhome

> The Site Status Board helps shifters to evaluate realtime status of CMS sites

> Additionally, it is used to keep track of other values (like Site Readiness...)

pf EEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE NN NN EEEEEEEEEEEEEEEEEENEEEEENNEEEEEEEEENS

- } " Site Statue for the CMS =sites v0.7.0_rc12 Logout Found a bug? HELP
u 0 =

| } " = n n ] — — —

- Tndex "~ Expancedtae | Gridmap [ Altermative views Admin

n

]
m Put the mouse over any column header to get the description of the column
m Clicking on a column header will display the evolution of that column over the last 24 hours

[ ]

| |

[ ]

| |

L]

| |

L]

| |

u

| |

| | u
- [sam TESTS| Siteusage | Phedex || . - 1 :
y . ) ) In Out Links Maintenance Und Sitelssues 222003 ™

: Site Name Visible JobRobot e |sam Production Analysis sty rate || mate (exﬁthis (exg;in:l:rws invﬁtion @ % -
n | @ @ column} [ |
™~ | | | | ]
m|[T0 Cii CeRN \ | /| [ [N (OO (NSRS | /o[ e wa[ ol nfa-“l_ [ o[ B
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o Rccnzes | [NER] (RNSSUIEEHY (WK (WGK (NEOoiece) (NANE00e [Wess | = [ - e sesmsi [ o[ oa .
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This Month

8th March 2010

Some (MS Meetings (overview)
i

Computing Operations
(Mon. 16h-18h EU Time)

| 14 Facility Ops
14 Data Ops

Tier-0/Tier-1s/Tier-2s

——

e, BRI nin A - Detailed TO/T1 revision of last week SAM and Site Readiness

results Sites report:
https://twiki.cern.ch/twiki/bin/viewauth/CMS/FacilitiesOps-SiteReportBlackboard

-CMSSW deployment team provide status/issues encountered
-T2 coordinators report on relevant site issues
- Data Operations review the progress on all activities

1t Regional Operating Centre for Latin America (ROC_LA) Workshop



Computing Operations
(Mon. 16h-18h EU Time)

- VaFadlity Ops
: 15 Data Ops
Tier-0/Tier-1s/Tier-2s

——

This Month R

Some (MS Meetings (overview)
2

ry

European & AsianT2's
(Thu. 10h- 12h EU Time)

'Q Facility Ops
k Selected Tier-2s

=

« Focused on sites observed as having problems with

readiness metrics over past two weeks
https://twiki.cern.ch/twiki/bin/view/CMS/FacilitiesOpsT2EuAsiaSupport/T2SupportBB

« All EU-Asia sites are encouraged to attend to share
experiences so others can learn from them

« all sites invited and report

'y

North/South America T2's
(Tue. 22h-24h EU Time)

. USFacility Ops

American Tier-2s

=
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Some (MS Meetings (overview)
i

Computing Operations _
(Mon. 16h-18h EU Time) f ‘,
‘| 1, Facility Ops European & Asian 12's
1, Data Ops (Thu. 10h-12h EU Time) Joint meeting
> - ] '| I Computing and offline
TANT S T Tier-0/Tier-1s/Tier-2s Facility Ops " (Thu. 14h-16h EUTime)
] i T ""-..-"-I-_,.. " — q
\ SEleCtEd Tier-2s Coordinators
o Developers
N

This Month B

Computing Integration
Infrastructure Development
Release planning

'y

North/South AmericaT2's
(Tue. 22h-24h EU Time)

. USFacility Ops

American Tier-2s

+ future LA sites are welcome!
R —
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Some (MS Meetings (overview)
e

Computing Operations _
(Mon. 16h-18h EU Time) i f
. 14 Facility Ops European & Asian T2's . .
v, Data Ops (Thu. 10h-12h EU Time) Joint meeting
nS . '| ]! Computing and Offline
BN RA Y AT Ay Tier-0/Tier-1s/Tier-2s Facility Ops " (Thu. 14h-16h EU Time)
I ) Bl | ""-..'-1- T L —
Selected Tier-2s Coordinators

Developers

& - al -
E————
—

This Month
P

Daily Operations
(10h EU Time)

(very technical)

R —

Computing
Offline
Physics Validation

'y

North/South AmericaT2's
(Tue. 22h-24h EU Time)

© S Fadlity Ops

American Tier-2s

+ future LA sites are welcome!
R —
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Some (MS Meetings (overview)
e

Computing Operations _
(Mon. 16h-18h EU Time) f f
. 14 Facility Ops European & Asian T2's
1, Data Ops (Thu. 10h-12h EU Time) Joint meeting
A '| 1! Computing and 0Offline
B RN A AT A Tier-0/Tier-1s/Tier-25 Facility Ops " (Thu, 14h-16h EU Time)
e I-".r-"' r— —
Se‘e(ted Tier—ZS Coordinators

Developers

: L& &8 5 , |

1S Month 7 ""‘;

([ ]

Daily Operations

(10h EU Time)

(very technical)

(15h EU Time)

(RC I e

'y

North/South AmericaT2's
(Tue. 22h-24h EU Time)

© S Fadlity Ops

American Tier-2s

+ future LA sites are welcome!
R —
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Some CMS Meetings (overview)
i

Computing Operations _
(Mon. 16h-18h EU Time) i i
i 1A Fa(_mty Ops E,ur,gpwﬂa“n’é

1 Data Ops (Thu. 10h-12h EU Time) Joint meeting

T —— '| I Computing and offline
B RN A AT A Tier-0/Tier-1s/Tier-25 Facility Ops " (Thu, 14h-16h EU Time)
=) I'-p-._. —— =
SEle(ted Tier—ZS Coordinators

Th- BT 1 - PIRRIp -' Developers
|_1his Month ‘ r
[ J
Daily Operations
(10h EU Time)
(very technical)
(15h EU Time)
(RC I e

'y

T1 Service Coordination
(Thu. 15h30-17h EU Time)

' , | (RC
North/South America 12's
_— (Tue. 22h-24h EU Time)
© S Fadlity Ops B

American Tier-2s

+ future LA sites are welcome!
#n_-'_--—

8th March 2010
1t Regional Operating Centre for Latin America (ROC_LA) Workshop
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Useful links for documentation

* Main CMS twiki page: https://twiki.cern.ch/twiki/bin/view/CMS/

* Computing Model (a bit outdated): https://twiki.cern.ch/twiki//bin/view/CMS/WorkBookComputingModel

* Operational Procedures for CMS Sites: https://twiki.cern.ch/twiki/bin/viewauth/CMS/SiteOperationProcedures

* Facilities Operations: https://twiki.cern.ch/twiki/bin/view/CMS/FacilitiesOps
* Data Operations: https://twiki.cern.ch/twiki/bin/view/CMS/DataOps

* Analysis Operations: https://twiki.cern.ch/twiki/bin/viewauth/CMS/AnalysisOps

* The CMS Tier-2 admin quide: https://twiki.cern.ch/twiki/bin/view/CMS/T2AdminGuide
* CMS Tier-2 Physics Group associations: https://twiki.cern.ch/twiki/bin/view/CMS/CMST2Associations

* Tier-2 Physics Group Association Process: https://twiki.cern.ch/twiki/bin/view/CMS/CMST2AssociationProcess
* Physics Groups Tier-2 storage usage: https://cmsweb.cern.ch/phedex/prod/Reports::GroupUsage

* Areview on Tier-2 activities: https://twiki.cern.ch/twiki/bin/viewauth/CMS/Tier2 Activities

*Tier-2 Pool Account mapping and Fair Share Settings: https://twiki.cern.ch/twiki/bin/viewauth/CMS/Tier2BSFairshares
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