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Outline

‣ Overview of the CMS distributed Computing Model

‣ Some performance seen this 2010 year with p-p collisions @ 7 TeV

‣ Review of CMS services that run at the sites

‣ CMS Tier-2 description and expectations

‣ How good a CMS site is to run Workflows? Site Readiness

‣ Computing Shifts

‣ Tools for Monitoring + Meetings

‣ Useful educational links

Disclaimer: some plots are real example plots. Sometimes do not represent today’s view of site performance
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Data Flow of the CMS Experiment

CAF
450MB/s

30-300MB/s (ag. 600MB/s)

~150k jobs/day 

~50k jobs/day 

50-500MB/s

10-20MB/s

CMS

detector

Tier-0
(the accelerator centre)

Data acquisition & initial processing
Long-term mass data storage

CMS CERN Analysis Facility 
(latency critical data processing, high priority analysis)

Distribution of data � Tier-1 centres

7 Tier-1s
(“online” to the DAQ)

High availability centers
Custodial mass storage of share of data
Data reconstruction and reprocessing

Data skimming
MC Simulation

Distribute analysis data � Tier-2s

~50 Tier-2s
in ~20 countries

End-user physics analyses
Detector Studies 

MonteCarlo Simulation � Tier-1
Replication of data between Tier-2s

WLCG Computing 

Grid Infrastructure

~50 Tier-3s
in ~10 countries

Small centers, mainly located in Universities
End-user physics analyses

Marginal MonteCarlo Simulation, due 
to lack of resources

Marginally support in Operations

10-50MB/s agg.Not foreseen in original model
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CMS Computing Centers Map

27 countries
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(Perf.1) 2010: Tier-0����Tier-1 transfers

(*)

‣ CMS Primary Datasets (PDs) custodially distributed according to Tier-1 tape pledges

‣ “Run2010A” data (June�September) generated 513 TBs of custodial data

‣ All 7 Tier-1 sites receiving custodial data (peaks correspond to fills):

‣ Averaged data transfer rates lower than expected; increasing trend ; some daily peaks exceeding 500 MB/s

‣ Very good data transfer qualities (*)
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(Perf. 2) 2010: Tier-1s processing

Activity to test 

Mass Storage Systems

Test Jobs

120kjobs/day

‣ Tier-1 sites functioning well for prompt skimming and reprocessing

‣ Difficulties to spread the processing load according to pledges because of time 

constraints and very small amount of work

‣ Using MC to maximize resource utilization on Tier-1 level (since 20th of August)
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(Perf. 3) 2010: Tier-2s processing

Test Jobs

‣ Approx. 20kjobs running at all the sites (50) at any time (150 kjobs/day done)

‣ Analysis activities dominant... Around 800 distinct users / month!

‣ Tier-2 utilization for MC production driven by requests (plus few opportunistic T3s)
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CMS Services at the sites 1/2
‣ CMS software shared area:

‣ CMSSW software installed automatically in shared area by CMS through Grid interface

‣ Two coordination teams (EGEE and OSG)

‣ Squid servers:

‣ Used for distributed database infrastructure, stable and low effort

‣ Sites need to update to the latest release when announced

‣ 1 squid server for 800 slots, approx.

‣ Local WN disk space (needed for caching input files - LazyDownload - and temporary 

writing job output), needs to be sufficiently dimensioned:

‣ CMS is working hard to restrict *all* file sizes to <10 GB and optimize workflows not to 

overfill WNs at the sites

‣ Normally, transfer limitations hit at 20GB

‣ Ideally sites would have 20GB per core of local disk scratch
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CMS Services at the sites 2/2

‣ PhEDEx Transfer service with correctly working Trivial File Catalog (TFC):

‣ The TFC is essentially a common name space for translating logical file names to physical 
file name, used by Job Submission Framework as well

‣ Data Manager associated with the site approve incoming transfer requests

‣ At T1’s, the File/Tape families are setup well in advance (LFNs are notified to sites via 
Savannah ticketing system and assigned to T1’s Savannah Squads)

‣ Site-local-config.xml used to define local protocols used at the site by jobs, sets 
remote SE stage-out (if needed), describe multiple squids at the site (load balancing),...

‣ CMS Needs space in the SE to store persistent experimental data for analysis and 
processing access

‣ Additionally we need temporary space for output files before they are merged together 
and transferred to their final destination

‣ Temporary space is currently cleaned up by the local site, according to policies
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The CMS Tier-2 case (1/3)

‣ In summary, the Tier-2 sites provide:

‣ services for local communities

‣ grid-based analysis for the whole CMS experiment (Tier-2 resources available through the grid)

‣ Monte Carlo simulation for the whole CMS experiment 

‣ A "nominal" T2 is ~200TB of storage with 400 cpu's, expected to support >40 users

‣ The Tier-2 is associated with one or more CMS Physics Groups

‣ Sites aren't necessarily expected to provide interactive access/user interface to these users

‣ Sites are expected to install, configure and run appropriate Grid Middleware...

‣ Currently CMS can run on LCG, OSG and NorduGrid

‣ Compute Element(s) (CE,CREAM-CE) and a Storage Element(s) (SE), as SRM interface for WAN/LAN transfers

‣ Tier-2 sites are expected to provide "working hours" support, this includes running the Grid Middleware

‣ ... and to install, configure and run CMS services (help/support/monitors provided)
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The CMS Tier-2 :: storage resources

‣ A Tier-2 site must have a minimum of about 200 TB to be a functional site within CMS; 

such a site could host at least one Physics Group and centrally-controlled analysis data 

while still providing sufficient resources for their local users

‣ For 2011, the ”nominal” Tier-2 is expected to double: ~400TB
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The CMS Tier-2 :: CMS data @ the site
‣ No use of File Catalogue being maintained at sites (e.g. LCG Local File Catalogue)

‣ CMS uses the namespace in the storage system and the Trivial File Catalogue (TFC)    

to map from a logical file name (/store/data/myfile) to a physical file name that 

jobs/transfers can access

‣ This also means the CMS namespace is clearly defined, such as:

‣ Data Bookkeeping System (DBS): DB & user API that indexes event-data data for CMS
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The CMS Tier-2 :: CPU resources

‣ ~50% of the CPU at Tier-2s is regularly used by centrally run production activities

‣ This MC simulation data will be shipped to the associated Tier-1 centre

‣ The produced + intermediate files created are automatically removed once the production has completed

‣ The total nominal power is of 3500 HS06, so ~400 cores would be a nominal size for a Tier-2 site

‣ 2 GBs/core RAM memory - 20GB /core local disk - 1 MB/s/core agg. throughput (LAN)

Averaged running jobs / day 

at all Tie-2s

20kjobs/day @ 50 sites

(400 slots / site)

~200 slots/site used 

for MC production
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The CMS Tier-2 :: network (1/3)

‣ MC production needs to be shipped to the associated Tier-1

‣ Normally all production created in a region is shipped to its Tier-1 (data is transferred in chunks – left plot)

‣ 48 Tier-2 sites participated in MC production this 2010 (1.5 PBs MC data – avg ~30 TBs/site – right plot)

1 GB/s

Tier-2s ���� Tier-1s Tier-2s ���� Tier-1s

“chunks”
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‣ Tier-2 sites receive data from Tier-1s for further analysis (1-10 Gbps WAN desirable)

‣ 50 sites have received data in 2010 (8.6 PBs of data � avg. ~170 TBs/site)

Tier-1s ���� Tier-2s

The CMS Tier-2 :: network (2/3)

2 GB/s

Tier-1s ���� Tier-2s
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The CMS Tier-2 :: network (3/3)

‣ Significant effort from link certification team; CMS is having serious T2�T2 transfers

‣ Good for Physics Group skims and replicating data among Tier-2s

1 GB/s

Tier-2s ���� Tier-2s

2010 transfers occurred among 965 T2-T2 links

(43 T2s involved - 3.5 PBs transferred)

avgs: 3.5 TBs/link ↔ 81.4 TBs  agg. per T2 site
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CMS SiteDB :: keeping track

‣ SiteDB keeps track of all site contacts and responsibilities, configuration, 

CMSSW versions, associated T1 and resource pledges

Tier-2 example
T2_BR_UERJ
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Site Readiness in Operations

‣ Site Readiness is a regular activity to:

‣ Measure the reliability of Grid sites when running CMS activities

‣ Provide sites with the information they need to solve eventual problems

‣ It runs as part of the CMS computing operations:

‣ Detailed reports at FacOps meetings and biweekly T2 support meetings

‣ Look at by Computing Shifters

‣ Takes into account several sources of information, for each CMS site:

‣ Site availability, from CMS SAM tests

‣ Job Robot success rate

‣ Number of commissioned (certified) transfer links to/from other sites

‣ Data Transfer Qualities to/from other sites
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Site Availability - SAM tests (I)

• Use of the Site Availability Monitor (SAM) developed by EGEE for Grid operations 
(adapted for CMS)

- Framework to run periodic tests on Grid services to check basic site & CMS functionalities

Computing resources

- Can run a job? 
- Can use the CMS software?
- Can read local data? 

Storage resources

- Can copy data in and out?

• Site is unavailable when fails
at least one critical test

• Availability: fraction of time 
the site is available

(*) Tests run once per hour
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Site Availability - SAM tests (II)

‣ Site is OKOK if availability last 24h is

> 90% (Tier-1)

>  80% (Tier-2)

‣Maintenances monitored separately

80%

90%

Tier-1sTier-2s



1st Regional Operating Centre for Latin America (ROC_LA) Workshop8th March 2010 21

Job Robot success rate

• Job Robot = a tool to submit test analysis jobs to CMS sites

- A set of agents (preparation, submission, collection)

- Uses CRAB, the CMS analysis job submission tool

- Jobs are submitted as a collection to the gLite WMS

- Reads a dataset at the sites of ~500 GB

• Each day the job success rate per site 
is measured

• Site is OK if success rate last 24h is

> 90% (Tier-1)
> 80% (Tier-2)

• Currently running ~25k jobs/day
to 57 sites

80% 90%
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Commission of Data Transfer links

‣ For sites to be usable, data transfer links need to be operational

‣ The Debugging Data Transfers (DDTDDT) program, created July 2007, defined the 
metrics, a procedure/tools to certify links and assisted sites in solving problems 

‣ The minimum requirements to COMMISSION a transfer link are:

5 MB/s sustained for 24h for Tier-2 → Tier-1 links
20 MB/s sustained for 24h for Tier-0 → Tier-1  and Tier-1 (↔)→ Tier-X links

‣ Each COMMISSIONED link is enabled and is used in production

‣ Based on the operational needs, site is considered OKOK if 

Tier1 sites Tier-2 sites
T0 → T1 should be commissioned ≥ 2 commissioned links to T1 sites
≥ 4 commissioned links from/to,  respectively, other T1 ≥ 4 commissioned links from T1 sites
≥ 20 commissioned links to T2s
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Data Transfer Qualities

• The transfer quality on all active links is presently probed with low rate data transfers

• All production links are continuously exercised with transfers at 0.5 MB/s/link (Debug)
• This, added to Production transfers, allows to detect systematic problems, not only at 

the network level, but also in the data transfer services and the storage infrastructure

• CMS requires transfer qualities >50% on > half of links in relevant flows

Germ
an T2s

Productio
n

Germ
an T2s

Productio
n

+ Debug
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Put all together: Site Readiness status

• Sites are provided with daily results table:

• Sites should be able to become again READY quickly:

- the intermediate WARNING state gives sites reasonable time to recover
- 2 consecutive days OK brings a NOT-READY site to READY (3)

1) Persistent problems

(>3 days ERROR in a week) bring 

sites to NR state. However, weekend

failures do not negatively

impact the Tier-2 sites

2) If problems are not

solved in labour days, 

the Tier-2 goes to 

NR State.

3) Stability brings the

site to Ready state



1st Regional Operating Centre for Latin America (ROC_LA) Workshop8th March 2010 25

Put all together: Site Readiness %

• Lifetimes of production/analysis 
activities in Tier-1 or Tier-2 sites 
is ~2 weeks

• Hence, the fraction of time a site 
has been stable and reliable 
(R or W) is estimated based on 
the last 15-days history of 
Site Readiness status 

(downtimes are ignored)

Site Readiness %Site Readiness %1515--daysdays 80%

Tier-2s
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Tiers readiness constantly monitored

‣ Favorably evolution for T1s/T2s; Some room for improvement

‣ Site Readiness is a good first indicator things are ok at the site to run workflows

‣ Revised weekly at the Computing Operations Meeting

40 sites
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CMS Computing Operations Group

���� CMS Computing Operations steered by 3 projects

‣ Data Operations (coords: Gutsche / Klute)

‣ Responsible for central data processing and transfers: RAW data repacking and prompt reconstruction at 

T0, RAW data and MC rereconstruction and skimming at T1’s, MC production at T2’s

‣ Ensure central data consistency and data distribution to T0/T1s including custodial storage of primary 

datasets

‣ Facilities Operations (coords: Kreuzer / Flix)

‣ Responsible of providing and maintain a working distributed computing fabric with a consistent working 

environment for Data Operations and Analysis users

‣ It involves coordination of facilities operation, resource management and liaison to external projects and 

organizations

‣ Analysis Operations (coords: Wurthwein, Belforte)

‣ Responsible for central data placement at T2s, CRAB server operations, validation, and support, and for 

metrics, monitoring and evaluation of the distributed analysis system

���� Strong central teams complemented by CMS contacts at Tiers, working in sync
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Computing: Central Shifts

‣ Additionally...

‣ A Computing Shift Person (CSP) is active 24/7:

‣ Few Primary Centres in multiple time zones.

‣ Many existing secondary CMS Centres worldwide.

‣ permanent EVO room.

‣ Now: ~70 shifters in 3 time-zones distributed in ~10 remote centers around the world 

participate to 24/7 coverage of CMS Computing infrastructure and workflow monitoring.

‣ 3 shifters/day – enough Centres to have them on-duty in a locally convenient time.

‣ Complemented by a Computing Run Coordinator (CRC).

‣ Procedures for 24/7 coverage of Critical Services are being deployed, with proactive 

participation of the CRC.

‣ CRC acting as WLCG liason for daily Operations calls and biweekly T1 Operations meeting.
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‣ GGUS

‣ Long tradition of the standard Global Grid User Support system

‣ Reaches the WLCG site-admins and the fabric-level experts

‣Savannah

‣ Problem tracking, troubleshooting reference, statistics, …

‣ Reaches ‘squads’ easy to define: CMS contacts at Tiers, tools/services experts, …

‣ More: baseline tool for Offline Computing shifts, integrated with other CMS projects, ... 

GGUS Savannah

Ticketing System 1/2
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‣ CMS requested a Savannah-to-GGUS bridging:

‣ Work finalized and being used in Operations (for Tier-1s)

‣ ‘normal’ GGUS tickets are opened with this re-direction:

‣ Savannah ticket stays ‘on hold’

‣ Savannah ticket gets automatically closed when GGUS ticket is closed.

‣ CMS Computing Run Coordinators (CRC’s) to open TEAM or ALARM tickets:

‣ TEAM role assigned to all CRC’s by default.

‣ ALARM role already assigned to core computing experts in CMS (6).

‣ Additionally, ALARM role to be provided to the CRC on duty.

Ticketing System 2/2
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Some tools used in daily Operations

‣ Central Squid Server Monitors: http://frontier.cern.ch/squidstats/status.html

‣ Individual squid MRTG charts (HTTP Hits/Requests; Traffic; Cached Objects)
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Some tools used in daily Operations

‣ DashBoard: http://dashboard.cern.ch/cms/index.html

‣ single entry point to a large fraction of monitoring data collected from the distributed 
CMS computing system.
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Some tools used in daily Operations

‣ DBS: https://cmsweb.cern.ch/dbs_discovery/

‣ Provides a DBS QUERY LANGUAGE (DBS-QL), designed to help users to find out CMS 
data quickly.



1st Regional Operating Centre for Latin America (ROC_LA) Workshop8th March 2010 34

Some tools used in daily Operations

‣ PhEDEx: http://cmsweb.cern.ch/phedex

‣ Provides the data placement and the file transfer system for the CMS experiment



1st Regional Operating Centre for Latin America (ROC_LA) Workshop8th March 2010 35

Some tools used in daily Operations

‣ SSB: http://dashb-ssb.cern.ch/dashboard/request.py/siteviewhome

‣ The Site Status Board helps shifters to evaluate realtime status of CMS sites

‣ Additionally, it is used to keep track of other values (like Site Readiness...)
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Some CMS Meetings (overview)

- Detailed T0/T1 revision of last week SAM and Site Readiness 

results Sites report:
https://twiki.cern.ch/twiki/bin/viewauth/CMS/FacilitiesOps-SiteReportBlackboard

- CMSSW deployment team provide status/issues encountered 

- T2 coordinators report on relevant site issues

- Data Operations review the progress on all activities

Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

• Focused on sites observed as having problems with 

readiness metrics over past two weeks
https://twiki.cern.ch/twiki/bin/view/CMS/FacilitiesOpsT2EuAsiaSupport/T2SupportBB

• All EU-Asia sites are encouraged to attend to share 

experiences so others can learn from them

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

• all sites invited and report
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Computing Integration

Infrastructure Development

Release planning
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Daily Operations 

(10h  EU Time)

(very technical)

Computing

Offline

Physics Validation

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Daily Operations 

(10h  EU Time)

(very technical)

WLCG Ops

(15h  EU Time)

CRC

feedback

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Daily Operations 

(10h  EU Time)

(very technical)

WLCG Ops

(15h  EU Time)

CRC

T1 Service Coordination

(Thu. 15h30-17h EU Time)

CRC

feedback

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Daily Operations 

(10h  EU Time)

(very technical)

WLCG Ops

(15h  EU Time)

CRC

T1 Service Coordination

(Thu. 15h30-17h EU Time)

CRC

feedback

Constant interaction 

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!
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Some CMS Meetings (overview)
Computing Operations

(Mon. 16h-18h EU Time)

½ Facility Ops 

½ Data Ops

Tier-0/Tier-1s/Tier-2s

European & Asian T2’s 

(Thu. 10h-12h EU Time)

Facility Ops 

Selected Tier-2s

Joint meeting 

Computing and Offline

(Thu. 14h-16h EU Time)

Coordinators 

Developers

Daily Operations 

(10h  EU Time)

(very technical)

WLCG Ops

(15h  EU Time)

CRC

T1 Service Coordination

(Thu. 15h30-17h EU Time)

CRC

feedback

Constant interaction 
Keep good communication with CMS sites

http://indico.cern.ch/categoryDisplay.py?categId=1374

North/South America T2’s 

(Tue. 22h-24h EU Time)

US Facility Ops 

American Tier-2s

+ future LA sites are welcome!
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Useful links for documentation
* Main CMS twiki page: https://twiki.cern.ch/twiki/bin/view/CMS/

* Computing Model (a bit outdated): https://twiki.cern.ch/twiki//bin/view/CMS/WorkBookComputingModel

* Operational Procedures for CMS Sites: https://twiki.cern.ch/twiki/bin/viewauth/CMS/SiteOperationProcedures

* Facilities Operations: https://twiki.cern.ch/twiki/bin/view/CMS/FacilitiesOps

* Data Operations:  https://twiki.cern.ch/twiki/bin/view/CMS/DataOps

* Analysis Operations: https://twiki.cern.ch/twiki/bin/viewauth/CMS/AnalysisOps

* The CMS Tier-2 admin guide: https://twiki.cern.ch/twiki/bin/view/CMS/T2AdminGuide

* CMS Tier-2 Physics Group associations: https://twiki.cern.ch/twiki/bin/view/CMS/CMST2Associations

* Tier-2 Physics Group Association Process: https://twiki.cern.ch/twiki/bin/view/CMS/CMST2AssociationProcess

* Physics Groups Tier-2 storage usage: https://cmsweb.cern.ch/phedex/prod/Reports::GroupUsage

* A review on Tier-2 activities: https://twiki.cern.ch/twiki/bin/viewauth/CMS/Tier2Activities

* Tier-2 Pool Account mapping and Fair Share Settings: https://twiki.cern.ch/twiki/bin/viewauth/CMS/Tier2BSFairshares

...


