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   Introduction: Ultra-light dark photon (ULDP) dark matter
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Extend Standard Model by a massive U(1) gauge boson

shape similar to the eponymous Navarro–Frenk–White
(NFW) profile [43]. In this study, we will use a generalized
NFW profile as presented in Ref. [41],
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where rs ¼ 20 kpc is the standard scale radius of the
Milky Way. We will use the generalized NFW paramaters
in Ref. [41], which were fit to match a morphological
model of the stellar matter in the inner “bulge” region
of the Milky Way galaxy [44]. The parameters of model
“CjX” in Ref. [41] are r0 ¼ 8 kpc, γ ≈ 1.03, and
ρ0 ¼ 0.471 GeV=cm3. This yields dark matter densities
near Galactic Center gas clouds of approximately
ρ ∼ 10 GeV=cm3, which agrees well with standard halo
profile parameters in the literature [3]. In the captions of
bounds presented in this paper, we provide a simple
prescription to rescale bounds, for readers who wish to
consider the effect of different background dark matter
densities.
The line-of-sight distances of gas clouds G1.4−1.8þ87,

G357.8−4.7−55, and G1.5þ 2.9þ 1.05 from the Galactic
Center are RG1.4 ¼ 0.31 kpc, RG357 ¼ 0.75 kpc, and
RG357 ¼ 0.41 kpc, respectively. Because the generalized
NFW halo model predicts an increased dark matter
density in the Galactic Center, when calculating Galactic
Center gas cloud local dark matter densities, we will
conservatively multiply these line-of-sight distances by a
factor of

ffiffiffi
2

p
to account for their projected distance from

the Galactic Center. Therefore, the projected distances
we use for G1.4−1.8þ87, G357.8 − 4.7 − 55, and
G1.5þ2.9þ1.05 are rG1.4¼0.44kpc, rG357¼1.1kpc, and
rG357 ¼ 0.58 kpc, respectively, implying dark matter den-
sities near these three gas clouds of ρx;G1.4¼17GeV=cm3,

ρx;G357 ¼ 6.6 GeV=cm3, and ρx;G1.4 ¼ 13 GeV=cm3,
respectively.
Finally, we note that, throughout this document, we will

use a Galactic Center velocity dispersion of v̄ ≈ 180 km=s.
This velocity dispersion is consistent with results in
Ref. [40] and is on the low end of velocity dispersion
values allowed for by Milky Way dynamical considerations
[41]. Using this velocity dispersion will tend to produce
conservative bounds in the case of dark matter–nucleon
scattering and dark matter–electron scattering for heavy
dark photon mediated dark matter (for which the dark
matter induced gas cloud heating rate scales roughly as
velocity cubed). On the other hand, this low velocity
dispersion does produce slightly aggressive bounds in
the case of very light dark photon mediated dark matter,
considered at the beginning of Sec. IV (for which dark
matter induced gas cloud heating scales inversely with
velocity). In the latter case, we have verified that changing
the velocity dispersion by a factor of 2 changes the bounds
on the y axis coupling parameters in Fig. 3 by less than a
factor of 1.2, which is not visible on the scale of the plot.

III. ULTRALIGHT DARK PHOTON
DARK MATTER

Ultralight dark photon dark matter requires a rather
simple extension of the Standard Model (SM), where the
Standard Model gauge group is augmented by an extra
local Uð1Þ symmetry. This model has, in addition to the
Standard Model hypercharge, another Abelian gauge
boson, which we denote by A0 and call the “dark photon”
[45–51]. The dark photon has a mass and a kinetic mixing
with the Standard Model hypercharge boson. For dynami-
cal processes occurring in the sub–giga electron volt range,
the physical A0 field mixes predominantly with the
Standard Model photon. The resulting Lagrangian is

L ¼ LSM −
1

4
FμνFμν −

1

4
F0
μνF0μν þm2A0

μA0μ −
e

ð1þ ϵÞ2
ðAμ þ ϵA0

μÞJμEM; ð4Þ

Here, the kinetic part of the Lagrangian has been diagon-
alized, and we have adopted the convention of Ref. [4] for
the definition of the mixing parameter ϵ. The interested
reader is invited to consult Ref. [52] for a review of the form
of Lagrangians with two localUð1Þ gauge symmetries. The
mass m of the dark photon can be generated via the
Stückelberg mechanism for simplicity, although it is
straightforward to add an extra scalar field and generate
m via spontaneous symmetry breaking. The interaction part
of this Lagrangian consists of the electromagnetic current
JμEM coupled to the photon and the dark photon, with the
latter coupling suppressed by a factor of ϵ in the limit that
ϵ ≪ 1.

Much like axion dark matter, an ultralight dark photon is
a plausible dark matter candidate because it can provide a
matterlike energy density via oscillations of the dark
photon field. Ultralight dark photon dark matter can be
produced by cosmological excitation of its longitudinal or
transverse field components as first considered in
Refs. [53–55]. Assuming no additional couplings to lighter
fields, ultralight dark photon dark matter is metastable,
since for mA0 ≪ 2me, it decays to three photons with a
rather long lifetime [56]

τA0 ¼ 273653π3
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WIMP ULDP

Low number density

Single particle deposits small 
amount of energy to atom or 

nucleus

Low threshold detectors

High number density

Single particle picture 
not applicable: coherent source

Energy deposit too small to trigger 
even low threshold detectors
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Need new detection techniques that exploit coherent nature of ULDP

Can think of ULDP as a background Electromagnetic Field

E ≃ 2ρDMϵ sin (
mγ′ c2 t

ℏ
+ ϕ0) n̂

B ≃ v 2ρDM ϵ sin (
mγ′ c2 t

ℏ
+ ϕ0) ̂n′ 
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Three atomic clocks at NIST/JILA Boulder. 3

Atom Transition Energy (eV) Ground state ↵D (a.u.) Excited state ↵D (a.u.)

Al+ 3s2 1S0 — 3s3p 3P0 4.643 23.780 24.175

Sr 5s2 1S0 — 5s5p 3P0 1.776 193 410

Yb 4f146s2 1S0 — 4f146s6p 3P0 2.145 139 257

Hg+ 6s 2S1/2 — 5d 2D5/2 4.403 18.93 25.44

TABLE I. Atomic transitions considered by [11]. The transition energies are taken from [11], other than Hg+, which is taken
from [15]. Polarizability data is taken from [16, 17] (Al+), [18] (Yb and Sr), [19] (Hg+S 1

2
) and [20] (Hg+D 5

2
).

Applying the dominant results for both the Zeeman
and Stark shifts, we find constraints shown in Fig. 1.
While bounds from gas clouds are competitive at higher
masses, those bounds face significant uncertainty com-
pared to the laboratory bounds we derive.
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FIG. 1. Bounds on the dark photon model from precision
atomic spectroscopy assuming the latter comprises all of the
dark matter. Estimated bounds are derived from the devi-
ations of the frequency ratios of Al+/Yb (green) and Yb/Sr
(purple) by matching on to the amplitude �R parameter ob-
tained from the fit performed in [11]. Also shown in dashed
are indirect astrophysical bounds derived from the cooling of
three galactic center gas clouds of average temperatures 198
K (green) and 137 K (blue) [12]. The Ly-↵ bound is taken
from [23], which puts a lower bound on dark matter through
simulations of structure formation. We not that this latter
bound is for ultralight bosonic dark matter comprising all of
the dark matter. Not shown are the weaker bounds from
Al+/Hg+ ratio measurements and preliminary bounds from a
22 K cloud in [12]

.

Progress continues to be made on probing atomic sys-
tems ever more precisely, opening the question of what
future measurements could improve on the constraints
demonstrated in this work. Unfortunately, Stark and
Zeeman shifts are precisely systematic uncertainties that
precision spectroscopy experiments attempt to mitigate.
The right balance needs to be found between controlling
systematic uncertainties and enhancing the dark photon
signal.
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error bars while the Yb/Sr and Al/Yb measurements both exhibit some 
degree of excess scatter. To deal with excess scatter and evaluate the 
measurement uncertainties rigorously in a common framework, we 
developed a comprehensive Bayesian model for each ratio (see Meth-
ods and Extended Data Fig. 3). The model incorporates uncertainty 
due to the known statistical and systematic effects but also allows for 
unknown effects that may vary between days38,39. This daily variation 
is assumed to be normally distributed about a zero mean. Detailed 
models for each ratio, including prior and posterior probability distri-
butions for the expected values and between-day variability, are given 
in Supplementary Information. The main results of this analysis are: (1) 
agreement of the consensus ratio values with the weighted means from 
a simplified analysis (see Methods); (2) a more conservative estimate 
of the final ratio uncertainties compared to a standard analysis based 
on χ2 statistics (Extended Data Table 3); and (3) credible intervals for 
the between-day variability ξ (see Extended Data Table 2).

Based on the results of the comprehensive Bayesian model, the 
frequency ratios, νk/νl, and their uncertainties, corresponding to the 
standard deviations of the posterior distributions, are:

ν ν/ = 2.162887127516663703(13),Al Yb+

ν ν/ = 2.611701431781463025(21),Al Sr+

ν ν/ = 1.2075070393433378482(82).Yb Sr

Although the final fractional uncertainties are comparable for all 
ratios, the statistical and systematic effects that contribute to each 
one are distinct (Extended Data Table 3).

Al+/Yb. This ratio uncertainty is dominated by measurement instabil-
ity, primarily due to quantum projection noise of the single Al+ ion. The 
reduced-χ2 value χ = 1.5red

2  (see Methods), which quantifies scatter in 
the data relative to statistical error bars, is only marginally significant 
(probability P = 0.1 of observing a value higher than this by statistical 
fluctuations alone). The combined uncertainty due to systematic 
effects of 2.2 × 10−18 has a minor effect on the final ratio uncertainty.

Al+/Sr. The uncertainty in this ratio has approximately equal contri-
butions from clock instability and the total uncertainty due to system-
atic effects (5.1  ×  10−18). Although the ratio data appear to be 
underscattered ( )χ = 0.2red

2 , the comprehensive Bayesian model still 
includes a term for between-day fluctuations, which increases the final 
uncertainty compared to the evaluation based on the standard error.

Yb/Sr. Short-term measurement instability contributes negligibly 
to the total uncertainty in this ratio such that day-to-day scatter 
( χ = 6.0red

2 , based on statistical error only), which can be resolved due 
to the lower quantum projection noise of the optical lattice clocks, is 
the dominant statistical uncertainty. However, the largest contribution 
to the total uncertainty of this ratio is the combined uncertainty due 
to systematic effects of 5.2 × 10−18.

For perfectly overlapping data, we expect the closure relation, 

   


















C ≡ = 1
ν

ν
ν
ν

ν
ν

Al+

Yb

Sr

Al+
Yb

Sr
. Owing to non-overlapping data, we find 

C −  1 = 6 × 10−19, which is less than the combined statistical uncertainty, 
8.5 × 10−18, taken as the quadrature sum of statistical uncertainties of 
the three ratios in Extended Data Table 3. The overlapping data do 
provide an opportunity to test for the source of daily fluctuations in 
the clock ratios (see Methods and Extended Data Fig. 4), but statistical 
uncertainties of the few overlapping days make that result inconclusive.

Discussion
These measurements are the first reported frequency ratios with frac-
tional uncertainties below 1 × 10−17. Figure 3a–c compares our meas-
ured ratio values with previous frequency ratio measurements. For all 
ratios, we observe consistency with CIPM (International Committee for 
Weights and Measures) recommended clock frequency values15. Only 
the Yb/Sr ratio has been previously measured via optical comparison; 
our result is in agreement with the weighted mean of all the previous 
optical measurements within 1.7σ (where σ is the standard error of 
the weighted mean). In the calculation of this mean and uncertainty 
we assume no correlation in the measurements contributing to these 
ratios, an assumption that needs careful consideration as more ratios 

101 102 103 104

Averaging time (s)

10–18

10–17

10–16

Fr
ac

tio
na

l i
ns

ta
bi

lit
y

Network loop-back

Combs

Fibre link

Free-space link

a
Al+/Yb
Al+/Sr
Yb/Sr, free space
Yb/Sr, !bre

16
 F

eb
28

 F
eb

1 
M

ar
5 

M
ar

6 
M

ar
9 

M
ar

23
 M

ar
3 

Ap
r

14
 J

un

d
Yb/Sr ratio

28
 F

eb
1 

M
ar

5 
M

ar
6 

M
ar

9 
M

ar
28

 M
ar

3 
Ap

r
14

 J
un

−5.0

−2.5

0.0

2.5

5.0
c Al+/Sr ratio

6 
N

ov
7 

N
ov

8 
N

ov
9 

N
ov

14
 N

ov
15

 N
ov

16
 N

ov
16

 F
eb

28
 F

eb
1 

M
ar

5 
M

ar
6 

M
ar

9 
M

ar
3 

Ap
r

3 
M

ay
9 

M
ay

14
 J

un

−5

0

5

10

Fr
ac

tio
na

l o
ffs

et
 fr

om
re

po
rt

ed
 ra

tio
 (1

0–1
7 )

Fr
ac

tio
na

l o
ffs

et
 fr

om
re

po
rt

ed
 ra

tio
 (1

0–1
7 )

b Al+/Yb ratio

Fig. 2 | Ratio measurement results. a, Fractional instability in the ratio 
measurements (points; see key) and network components (labelled dashed 
lines) as a function of averaging time. The plot shows the instability of the 
free-space and fibre links between JILA and NIST, the optical frequency combs 
used in the measurement, and a loop-back test over both the fibre and 
free-space links through several of the laboratories at NIST and JILA. All data 
are analysed using the overlapping Allan deviation. Matching lines to the ratio 
data are weighted fits using a white frequency noise model, beginning at a 
100-s averaging time. Error bars indicate 68% confidence intervals.  

b–d, Frequency ratio measurements taken from November 2017 to June 2018, 
displayed as a fractional offset from their final reported values. In  
d, measurements using both fibre (blue) and free-space (orange) frequency 
transfer are shown. Error bars to the left side of each data point represent 
statistical uncertainty, whereas error bars on the right represent the 
quadrature sum of statistical and systematic uncertainties. Lightly shaded 
regions correspond to the final uncertainty (1 standard deviation) of each ratio: 
5.9 × 10−18, 8.0 × 10−18 and 6.8 × 10−18, for Al+/Yb, Al+/Sr and Yb/Sr, respectively.

  νAl+/νSr = 2.612

νYb /νSr = 1.208

νAl+/νYb = 2.163
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Fit a sinusoidal signal to time series ratio data. Previously done for dilation 
DM 
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redefinition and dissemination of an optical second, as anticipated by 
metrology institutes worldwide42,43.

Online content
Any methods, additional references, Nature Research reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author con-
tributions and competing interests; and statements of data and code 
availability are available at https://doi.org/10.1038/s41586-021-03253-4.
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Fig. 4 | Constraints on ultralight dark matter. a–c, Amplitude spectra 
resulting from fits of the model δRsin(ωCt + θ) + δR,0 to the ratio time-series data. 
Here δR is the fit amplitude, ωC is the dark-matter particle Compton frequency, 
θ is an unknown phase and δR,0 is a constant offset. The fit frequency 
corresponds to ωC/2π and shaded regions are excluded in the fit at 95% 
confidence. d, Exclusion plot for ultralight bosonic dark matter. Previous 
constraints reproduced from refs. 9,10,66 rely on equivalence principle tests 
(horizontal black line), frequency measurements with atomic dysprosium  
(Dy, dashed black curves), frequency ratio measurements between microwave 
atomic clocks based on Rb and Cs (Rb/Cs, solid black curve) and comparisons 
between an Sr optical lattice clock and a silicon cryogenic optical cavity (Sr/Si 

cavity, solid black curve in top right). To compare with bounds set by the latter 
data, we assume the dark-matter particle of mass mφ couples only through the 
parameter de, which affects the fine-structure constant. All bounds derived 
from atomic spectroscopy are modified by the same scaling factor to account 
for stochastic fluctuations in the dark-matter field amplitude53. Bounds 
derived from equivalence principle tests are not affected. Grey-shaded regions 
exclude coupling constants higher than the bound shown at 95% confidence for 
each constraint. Not shown are astrophysical constraints that favour masses 
above 10−22 eV corresponding to a particle with wavelength on the scale of a 
dwarf galaxy, about 10 kpc (ref. 54).
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2

the frequency of transition photons, leading to a determi-
nation of the energy splitting between two states of the
atom or ion in question. The typical lifetimes of atomic
states are less than 1 second, corresponding to a rough
maximum mass of about 10�15 eV/c

2. We thus focus on
masses below that value. In that regime, the dark photon
field is quasi-static over the time scale of the experiment
and the resulting electric field is

Ee↵ = ✏m�0 A0
0 s(tp), (5)

where we introduce s(tp) = sin(m�0 c
2
t/~+ �0).

The e↵ective electric field induces a Stark shift in the
energy levels of the atom or ion (hereafter we refer to it
as the atom) that is probed. If the fine- or hyperfine-
structure splittings were su�ciently small, then a linear
Stark shift would be induced. In this case, the e↵ective
electric field will be seen to be so small that the leading
e↵ect is a quadratic Stark shift seen at second order in
perturbation theory. The Nth atomic state gets a cor-
rection given by

�EN =
X

K 6=N

hN |Ĥ�0 |KihK|Ĥ�0 |Ni

EN � EK
. (6)

This sum is directly related to the static electric polariz-
ability ↵D of the atomic state |Ni, by

↵D = �
1

2⇡ a
3
0

X

K 6=N

hN |(e ẑ)|KihK|(e ẑ)|Ni

EN � EK
, (7)

where a factor of 4⇡ is included to convert to SI-based
natural units, as opposed to cgs-based atomic units and
we take the dimensionless a.u. ratio dividing by the Bohr
radius. Using this polarizability we can write

�EN = �4⇡✏2 ⇢DM s
2(tp)↵D a

3
0. (8)

To apply this calculation, we consider recent measure-
ments [11] of the ratio of transition frequencies ⌫1 and
⌫2, R = ⌫1/⌫2, between pairs of atomic or ionic sys-
tems 1 and 2. In that work, the ratio was measured for
Al+/Yb+, Yb/Sr, and Al+/Hg+. The time series data of
this frequency ratio measurement was fit to an sinusoidal
curve and a bound was obtained on the ampltitude of
that sinusoid as a function of the frequency of variation
in the sinusoid. We therefore now determine the ampli-
tude and frequency as bounded in that work.

We can deterime the amplitude as

�R = max
R(t)�R

R
, (9)

where R is the average ratio R. For the dark photon
model, we find the amplitude of the oscillation of R is
given by

�R = 2⇡ ✏
2
⇢DM a

3
0

✓
�↵D,1

~!1
�

�↵D,2

~!2

◆
, (10)

assuming the ratio is probed at approximately same
probe time. The di↵erential static dipole polarizabilities
�↵D,i is evaluated for atomic probes 1 and 2. Numeri-
cally, the factor in front is given by

2⇡ ⇢DM a
3
0 = 3.7⇥ 10�16 eV. (11)

Note that the frequency of this oscillation is given by

2m�0 c
2

h
= 4.8⇥ 10�7 Hz⇥

m�0 c
2

10�21 eV
. (12)

The transition for each atom relevant studied in
Ref. [11] is listed in Table I. From these numbers, as
well as the bounds presented in Figures 4 a-c of [11], we
obtain the bounds on the dark photon model shown in
Figure 1.
The idea to look for a frequency drift was proposed in

one of the original works proposing a misalignment gen-
eration of a relic dark photon abundance [6]. Noting that
rest frame of the background dark photon field will not
match the lab’s frame in general, the authors boosted the
field to a moving frame, which induces an e↵ective mag-
netic field, in addition to the electric field considered in
this work. The stringent bound obtained there assumed
a first-order Zeeman shift of the hyperfine ground states
of the Cs standard clock. Unfortunately, after a careful
analysis of the spin in the two relevant hyperfine states,
the Zeeman correction is only second order in this sys-
tem [21], which significantly reduces sensitivity to dark
photons. This correction can be estimated as

�!

!
⇡

✏
2
g
2
S µ

2
B v

2
⇢DM sin2 ✓ s2(tp)

!2

⇡ 2⇥ 10�16
✏
2
s
2(tp) sin

2
✓

✓
v

300 km/s

◆2

, (13)

where ✓ is the angle between the local DM field velocity
and the field. We work to second order in perturba-
tion theory, neglect the nuclear magnetic moment, and
assume that the field has a uniform velocity. We can
translate this in to a time variation of

!̇

!
⇡ 10�14 yr�1

✏
2 m�0

10�21 eV
s(2 tp) s

2
✓

✓
v

300 km/s

◆2

.

(14)
Although a Fourier analysis has not been done in

studying time variation of the hyperfine transition fre-
quency of 133Cs, we can estimate sensitivity from the
linear drift calculated by averaging measurements over
the course of a day and performing a regression over mul-
tiple days. Using the data of Ref. [22], we can estimate
a 2� limit of

!̇

!
< 4.3⇥ 10�16

/year (15)

We determine this bound for oscillation periods longer
than a day or m�0 < 5⇥ 10�20 eV.
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Atom Transition Energy (eV) Ground state ↵D (a.u.) Excited state ↵D (a.u.)

Al+ 3s2 1S0 — 3s3p 3P0 4.643 23.780 24.175

Sr 5s2 1S0 — 5s5p 3P0 1.776 193 410

Yb 4f146s2 1S0 — 4f146s6p 3P0 2.145 139 257

Hg+ 6s 2S1/2 — 5d 2D5/2 4.403 18.93 25.44

TABLE I. Atomic transitions considered by [11]. The transition energies are taken from [11], other than Hg+, which is taken
from [15]. Polarizability data is taken from [16, 17] (Al+), [18] (Yb and Sr), [19] (Hg+S 1

2
) and [20] (Hg+D 5

2
).

Applying the dominant results for both the Zeeman
and Stark shifts, we find constraints shown in Fig. 1.
While bounds from gas clouds are competitive at higher
masses, those bounds face significant uncertainty com-
pared to the laboratory bounds we derive.

Al/Yb

Yb/Sr

137 K 

�

m�� 

198 K

(eV)10-23 10-22 10-21 10-20 10-19 10-18
0.001

0.005

0.010

0.050

Ly � �

FIG. 1. Bounds on the dark photon model from precision
atomic spectroscopy assuming the latter comprises all of the
dark matter. Estimated bounds are derived from the devi-
ations of the frequency ratios of Al+/Yb (green) and Yb/Sr
(purple) by matching on to the amplitude �R parameter ob-
tained from the fit performed in [11]. Also shown in dashed
are indirect astrophysical bounds derived from the cooling of
three galactic center gas clouds of average temperatures 198
K (green) and 137 K (blue) [12]. The Ly-↵ bound is taken
from [23], which puts a lower bound on dark matter through
simulations of structure formation. We not that this latter
bound is for ultralight bosonic dark matter comprising all of
the dark matter. Not shown are the weaker bounds from
Al+/Hg+ ratio measurements and preliminary bounds from a
22 K cloud in [12]

.

Progress continues to be made on probing atomic sys-
tems ever more precisely, opening the question of what
future measurements could improve on the constraints
demonstrated in this work. Unfortunately, Stark and
Zeeman shifts are precisely systematic uncertainties that
precision spectroscopy experiments attempt to mitigate.
The right balance needs to be found between controlling
systematic uncertainties and enhancing the dark photon
signal.
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