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The geoSMEFT, Intuited2 The Yukawa Sector of the (geo)SM(EFT)

The geoSMEFT [6] represents a re-organization of the SMEFT operator product expansion
(OPE) in (2), such that

LSMEFT =
X

i

Gi (I, A,�, ...) fi . (3)

HereGi are field-space connections that depend on the group indices I, A of all internal symmetry
groups, and real scalar field coordinates �I of the SU(2)L Higgs doublet, normalized as follows:2
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On the other hand, fi are operator forms composed of the Lorentz-index-carrying building blocks
of LSMEFT, and which are (largely)3 independent of �. That is, upon the Higgs obtaining its vev,
the tower of interactions composing Gi reduces to a number and emissions of h (the propagating
Higgs field), while fi remains a distinct operator of SM fields and derivatives. Critically, by
using Hilbert series techniques one can show that, at least for two- and three-point functions,
the number of fi saturates to a constant value at arbitrary mass-dimension. This then allows the
field-space connections Gi, and thereby important theory parameters (e.g. gauge boson masses,
gauge couplings, weak mixing angles, the Higgs mass, etc.), to be defined at all orders in the
SMEFT’s characteristic vT/⇤ expansion. For a complete description of the geoSMEFT see [6],
which builds on prior work [11–14]. See [15–18] for recent geoSMEFT applications.

In what follows we are only concerned with the Yukawa sector of the e↵ective theory, i.e.
with non-renormalizable SMEFT operators of the form
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with n � 0 , (5)

with  L 2 {Q,L}L and  R 2 {u, d, e}R, and where H ! H̃ in the second bracket when  R = uR.
Hence the classification of two- and three-point functions in terms of their field space connections
and composite operator forms, as already present in [6], is su�cient for our purposes. From there
we recall the two-point Yukawa function Y (�) 1 2, whose field space connection Y (�) is given
by
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for a generic fermion sector  2 {u, d, e}. Here ↵, �, ... denote e↵ective gauge couplings etc., such
that the notation L(↵, �, ...) ! 0 implies that all Lagrangian terms and spin connections with
non-trivial Lorentz indices are sent to zero. As a demonstrative example, the Higgs potential is
given simply by V (�) = �LSMEFT|L(↵,�,...)!0.

Using (6) one quickly arrives at the explicit expressions for the fermionic field space connec-
tions,
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2
�4 is expanded around the vev via �4 ! �4 + vT .
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Except powers of D

µ
H, which get grouped with fi. This residual scalar coordinate-dependence in the

composite operator forms manifests in powers of @µh, upon the Higgs acquiring its vev.

3

couplings ? Developing such a formalism with only two fermion generations is straightforward,
see Section 2. However, for three generations standard diagonalization techniques become in-
tractable for generic Y

u,d,e.
In this paper we employ flavour invariants to derive exact, compact formulae for the computa-

tion of Dirac mass, mixing, and CP violation parameters for fully generic 3⇥3 Yukawa couplings
in not just the SM, but also its generalization to the SM e↵ective field theory (SMEFT) [3, 4],

LSMEFT = LSM +
X
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Here the sum runs over the complete basis of non-renormalizable operators Q(d)
i

composed of SM
fields and invariant under the SM gauge group GSM ⌘ SU(3)C⇥SU(2)L⇥U(1)Y , at a given mass

dimension d > 4, with associated Wilson coe�cients C(d)
i

. Such operators are induced generically
when new physics is integrated out at a scale ⇤ > vT ⌘

p
2hH†Hi, with vT the vacuum

expectation value (vev) of the SM Higgs doublet.1 In particular, we will employ the geometric
realization of the SMEFT, the geoSMEFT [6], in our computation. The geoSMEFT represents
an all-orders reorganization of (2), such that interactions are described on a curved manifold
in scalar field space(s). The degree of curvature depends on the ratio vT/⇤, with the ‘flat’
limit (where vT/⇤ ! 0) corresponding to LSM . The geoSMEFT factorizes into simple operator
forms multiplying field-space connections, with the latter encoding SM theory parameters valid
at all orders in vT/⇤. Our results will therefore complete the geoSMEFT expressions in the
Dirac flavour sector. In addition we show that the formulae can be used to make predictions in
ultraviolet scenarios when (e.g.) spontaneous flavour-symmetry breaking leads to special textures
for SM Yukawa matrices, and even in theories that introduce additional flavour violation into
the low-energy spectrum, as long as the global U(3)QL

transformation properties of Y Y
† are

respected.
Besides their obvious predictive utility, our formulae may also be of use in high(er)-order

global SMEFT fits to existing data, especially to CKM mixing elements (see [7]), or in studying
non-standard flavour e↵ects in the SMEFT (see e.g. [8, 9]). Towards the latter end, we use our
formulae to rapidly derive their renormalization group flow at all mass dimension and loop orders
in the (geo)SM(EFT), including an explicit numerical calculation of quark sector RGE at one-
loop perturbative order in minimally flavour-violating (MFV) [10] theories. Our results therefore
constitute a generic formalism for studying flavour in (B)SM matching cases of the SMEFT, and
also open the door for related studies in the leptonic sector, when non-zero neutrino masses are
properly accounted for.

The paper develops as follows: in Section 2 we review the Yukawa sector of the geoSMEFT,
while in Section 3 we present the unique flavour invariants we employ, and use them to derive
the final formulae. In addition, we discuss the domain of applicability of these expressions with
demonstrated examples. In Section 4 we derive generic, analytic expressions for the renormal-
ization group flow of the flavour parameters. Finally, we conclude in Section 5, providing an
outlook for the extension of this formalism into the lepton sector. Some useful formulae are
presented in Appendix A.

1
For a comprehensive review of the SMEFT formalism, see [5].
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of these expressions with demonstrated examples. In section 4 we derive generic, analytic
expressions for the renormalization group flow of the flavour parameters. Finally, we con-
clude in section 5, providing an outlook for the extension of this formalism into the lepton
sector. Some useful formulae are presented in appendix A.

2 The Yukawa sector of the (geo)SM(EFT)

The geoSMEFT [6] represents a re-organization of the SMEFT operator product expansion
(OPE) in (1.2), such that

LSMEFT =
∑

i

Gi (I,A,φ, . . .) fi . (2.1)

Here Gi are field-space connections that depend on the group indices I,A of all inter-
nal symmetry groups, and real scalar field coordinates φI of the SU(2)L Higgs doublet,
normalized as follows:2
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1√
2
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]

=⇒ H̃ (φI) =
1√
2

[
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On the other hand, fi are operator forms composed of the Lorentz-index-carrying building
blocks of LSMEFT, and which are (largely)3 independent of φ. That is, upon the Higgs
obtaining its vev, the tower of interactions composing Gi reduces to a number and emissions
of h (the propagating Higgs field), while fi remains a distinct operator of SM fields and
derivatives. Critically, by using Hilbert series techniques one can show that, at least for
two- and three-point functions, the number of fi saturates to a constant value at arbitrary
mass-dimension. This then allows the field-space connections Gi, and thereby important
theory parameters (e.g. gauge boson masses, gauge couplings, weak mixing angles, the
Higgs mass, etc.), to be defined at all orders in the SMEFT’s characteristic vT /Λ expansion.
For a complete description of the geoSMEFT see [6], which builds on prior work [11–14].
See [15–18] for recent geoSMEFT applications.

In what follows we are only concerned with the Yukawa sector of the effective theory,
i.e. with non-renormalizable SMEFT operators of the form

Q6+2n
ψH
pr

=
(
H†H

)n+1 (
ψ̄L,pψR,rH

)
with n ≥ 0 , (2.3)

with ψL ∈ {Q,L}L and ψR ∈ {u, d, e}R, and where H → H̃ in the second bracket when
ψR = uR. Hence the classification of two- and three-point functions in terms of their field
space connections and composite operator forms, as already present in [6], is sufficient for
our purposes. From there we recall the two-point Yukawa function Y (φ)ψ1ψ2, whose field
space connection Y (φ) is given by

Y ψ1
pr (φI) =

δLSMEFT

δ(ψI
2,pψ1,r)
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L(α,β,...)→0

, (2.4)

2φ4 is expanded around the vev via φ4 → φ4 + vT .
3Except powers of DµH, which get grouped with fi. This residual scalar coordinate-dependence in the

composite operator forms manifests in powers of ∂µh, upon the Higgs acquiring its vev.
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(or even explain) this distinct flavour structure. In practice this extraction is typically
achieved via numerical methods for computing matrix eigenvalues (giving Dirac masses)
via diagonalizing these matrices with (bi-)unitary transformations. A natural question to
ask is: can one obtain analytic expressions for mass and mixing parameters given arbi-
trary forms for the complex Yukawa couplings? Developing such a formalism with only
two fermion generations is straightforward, see section 2. However, for three generations
standard diagonalization techniques become intractable for generic Y u,d,e.

In this paper we employ flavour invariants to derive exact, compact formulae for the
computation of Dirac mass, mixing, and CP violation parameters for fully generic 3 × 3
Yukawa couplings in not just the SM, but also its generalization to the SM effective field
theory (SMEFT) [3, 4],

L <SMEFT= LSM +
∑

i

C(d)
i

Λd−4Q
(d)
i . (1.2)

Here the sum runs over the complete basis of non-renormalizable operators Q(d)
i composed

of SM fields and invariant under the SM gauge group GSM ≡ SU(3)C ×SU(2)L ×U(1)Y , at
a given mass dimension d > 4, with associated Wilson coefficients C(d)

i . Such operators are
induced generically when new physics is integrated out at a scale Λ > vT ≡

√
2〈H†H〉, with

vT the vacuum expectation value (vev) of the SM Higgs doublet.1 In particular, we will
employ the geometric realization of the SMEFT, the geoSMEFT [6], in our computation.
The geoSMEFT represents an all-orders reorganization of (1.2), such that interactions are
described on a curved manifold in scalar field space(s). The degree of curvature depends
on the ratio vT /Λ, with the ‘flat’ limit (where vT /Λ → 0) corresponding to LSM. The
geoSMEFT factorizes into simple operator forms multiplying field-space connections, with
the latter encoding SM theory parameters valid at all orders in vT /Λ. Our results will
therefore complete the geoSMEFT expressions in the Dirac flavour sector. In addition we
show that the formulae can be used to make predictions in ultraviolet scenarios when (e.g.)
spontaneous flavour-symmetry breaking leads to special textures for SM Yukawa matri-
ces, and even in theories that introduce additional flavour violation into the low-energy
spectrum, as long as the global U(3)QL transformation properties of Y Y † are respected.

Besides their obvious predictive utility, our formulae may also be of use in high(er)-
order global SMEFT fits to existing data, especially to CKM mixing elements (see [7]), or
in studying non-standard flavour effects in the SMEFT (see e.g. [8, 9]). Towards the latter
end, we use our formulae to rapidly derive their renormalization group flow at all mass
dimension and loop orders in the (geo)SM(EFT), including an explicit numerical calcu-
lation of quark sector RGE at one-loop perturbative order in minimally flavour-violating
(MFV) [10] theories. Our results therefore constitute a generic formalism for studying
flavour in (B)SM matching cases of the SMEFT, and also open the door for related studies
in the leptonic sector, when non-zero neutrino masses are properly accounted for.

The paper develops as follows: in section 2 we review the Yukawa sector of the
geoSMEFT, while in section 3 we present the unique flavour invariants we employ, and
use them to derive the final formulae. In addition, we discuss the domain of applicability

1For a comprehensive review of the SMEFT formalism, see [5].
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Consequences of the Higgs field becoming a number

Michael Trott, NBI

The Higgs field takes on a vev, recall what happens:

4-point
W⌫

B = UBCAC,⌫
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Consequences of the Higgs field becoming a number
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The Higgs field takes on a vev, recall what happens:

4-point
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B = UBCAC,⌫
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What is the Geometric SMEFT?

Michael Trott, NBI
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Gives geometries that define the mass 
eigenstate fields and interactions in the EFT

…

…
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while lower case latin letters i, j, k, l · · · run over {1, 2}.
The metric takes the form

hIJ(φ) = δIJ − 2
CH!

Λ2
φIφJ +

1

2

CHD

Λ2
fIJ(φ), (4)

where

fIJ(φ) =







a 0 d c
0 a c −d
d c b 0
c −d 0 b






,

a = φ2
1 + φ2

2,

b = φ2
3 + φ2

4,

c = φ1φ4 + φ2φ3,

d = φ1φ3 − φ2φ4.

(5)

The Riemann curvature tensor calculated from the scalar
field metric is non-vanishing [1, 2, 15]. The scalar mani-
fold is curved due to the power counting expansion. An
interesting consequence is that there does not exist a
gauge independent field redefinition which sets hIJ = δIJ
when considering L(6) corrections [15]. As a result, de-
manding that the Higgs doublet field to be canonically
normalized in the SMEFT to L(6) cannot be used as a
defining condition for operator bases [15–18].
Gauge boson space. The operators that lead to CP

even bilinear interactions for the SU(2)L × U(1)Y spin
one fields up to L(6) are

LWB = −
1

4
W a

µνW
a,µν −

1

4
BµνB

µν +
CHB

Λ2
H†HBµνB

µν

+
CHW

Λ2
H†HW a

µνW
a,µν +

CHWB

Λ2
H†σaHW a

µνB
µν ,

≡ −
1

4
gAB(H)WA

µνWB,µν , (6)

where a, b · · · run over {1, 2, 3}, A,B,C · · · run over
{1, 2, 3, 4}. Here W4

µν = Bµν . Analogous to the scalar
sector, we have introduced a metric gAB[H(φi)], taking
the form

gab =

(

1− 4
CHW

Λ2
H†H

)

δab, g44 = 1− 4
CHB

Λ2
H†H,

ga4 = g4a = −2
CHWB

Λ2
H†σaH. (7)

The Riemann curvature tensor for the gauge fields can be
calculated from gAB and is nonvanishing; the (CP even)
R4 spin one field manifold is also curved.3 A physical
consequence is that, as in the case of the scalar manifold,
there does not exist a gauge independent field redefini-
tion that sets gAB = δAB including L(6) corrections.4,5

3SU(2)L is self adjoint. As a result, one can define a GAB tensor of
the same form as gAB through GAB(H)Wµν

A WB,µν . This GAB

is not the tensor gAB defined through the relation gABgBC = δAC
and used in the gauge fixing term.

4 A rotation to the mass eigenstate basis for the field bilinear inter-
actions can be made, and this is consistent with the curvature of
the gauge manifold.

5Field redefiniton invariant quantities are more directly connected to
S-matrix elements. For a similar discussion of how field redefintion
invariant beta functions can be defined in the SMEFT, see [19].

The power counting expansion of the SMEFT is relevant
for gauge fixing and cannot be removed with gauge inde-
pendent field redefinitions, which is a novel feature com-
pared to more familiar EFTs without a Higgsed phase.
The particular form of the field space metrics depends
on the operator basis used, but the utility of the geomet-
ric approach developed here does not. This argues for a
modified gauge fixing procedure using the BFM in the
SMEFT.
Gauge fixing. Eliminating bilinear kinetic mixing

between the gauge bosons and the Goldstone bosons in
an efficient gauge fixing procedure is advantageous. A
simpler LSZ procedure [20] to construct S-matrix ele-
ments results from this condition being imposed. Rξ

gauge [21] in the SM when ξW = ξB has some further
advantages in eliminating contact operators that compli-
cate calculations in intermediate steps. Using the BFM
combined with Rξ gauge fixing, the gauge fixing term for
the SU(2)L×U(1)Y fields in the SM takes the form [6–9]

LGF =−
1

2ξW

∑

a

[

∂µW
a,µ − g2ε

abcŴb,µW
µ
c (8)

+ ig2
ξW
2

(

Ĥ†
i (σ

a)ijH
j −H†

i (σ
a)ijĤ

j
)

]2

−
1

2ξB

[

∂µB
µ + ig1

ξB
2

(

Ĥ†
i H

i −H†
i Ĥ

i
)

]2

,

where the background fields are denoted by a hat.
The SU(2)L Pauli matrix representation in Eq. 8 is

inconvenient for characterizing the gauge fixing term as
gAB is defined on R4. The Pauli matrix algebra is iso-
morphic to the Clifford algebra C(0, 3), and the latter
can be embedded in the R4 field space using the real
representations γ1,2,3 such that

γI
1,J =







0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0







, γI
2,J =







0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0







,

γI
3,J =







0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0






, γI

4,J =







0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0






. (9)

The γ4 generator is used for the U(1)Y embedding. As
SU(2)L is self adjoint we can also define this algebra for
the adjoint fields, using the same real representations.
γ1,2,3,4〈φ〉 &= 0 and the unbroken combination of genera-
tors (γ3 + γ4)〈φ〉 = 0 corresponds to U(1)em. We absorb
the couplings into the structure constants and gamma
matrices,

ε̃ABC = g2 ε
A
BC , with ε̃123 = +g2,

γ̃I
A,J =

{

g2 γI
A,J , for A = 1, 2, 3

g1γI
A,J , for A = 4.

(10)

The different couplings g1, g2 enter as the group defined
on the R4 field space is not simple. The γI

a,J matricies
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Ĥ†
i H

i −H†
i Ĥ
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,

a = φ2
1 + φ2

2,

b = φ2
3 + φ2

4,

c = φ1φ4 + φ2φ3,

d = φ1φ3 − φ2φ4.

(5)

The Riemann curvature tensor calculated from the scalar
field metric is non-vanishing [1, 2, 15]. The scalar mani-
fold is curved due to the power counting expansion. An
interesting consequence is that there does not exist a
gauge independent field redefinition which sets hIJ = δIJ
when considering L(6) corrections [15]. As a result, de-
manding that the Higgs doublet field to be canonically
normalized in the SMEFT to L(6) cannot be used as a
defining condition for operator bases [15–18].
Gauge boson space. The operators that lead to CP

even bilinear interactions for the SU(2)L × U(1)Y spin
one fields up to L(6) are

LWB = −
1

4
W a

µνW
a,µν −

1

4
BµνB

µν +
CHB

Λ2
H†HBµνB

µν

+
CHW

Λ2
H†HW a

µνW
a,µν +

CHWB

Λ2
H†σaHW a

µνB
µν ,

≡ −
1

4
gAB(H)WA

µνWB,µν , (6)

where a, b · · · run over {1, 2, 3}, A,B,C · · · run over
{1, 2, 3, 4}. Here W4

µν = Bµν . Analogous to the scalar
sector, we have introduced a metric gAB[H(φi)], taking
the form

gab =

(

1− 4
CHW

Λ2
H†H

)

δab, g44 = 1− 4
CHB

Λ2
H†H,

ga4 = g4a = −2
CHWB

Λ2
H†σaH. (7)

The Riemann curvature tensor for the gauge fields can be
calculated from gAB and is nonvanishing; the (CP even)
R4 spin one field manifold is also curved.3 A physical
consequence is that, as in the case of the scalar manifold,
there does not exist a gauge independent field redefini-
tion that sets gAB = δAB including L(6) corrections.4,5

3SU(2)L is self adjoint. As a result, one can define a GAB tensor of
the same form as gAB through GAB(H)Wµν

A WB,µν . This GAB

is not the tensor gAB defined through the relation gABgBC = δAC
and used in the gauge fixing term.

4 A rotation to the mass eigenstate basis for the field bilinear inter-
actions can be made, and this is consistent with the curvature of
the gauge manifold.

5Field redefiniton invariant quantities are more directly connected to
S-matrix elements. For a similar discussion of how field redefintion
invariant beta functions can be defined in the SMEFT, see [19].

The power counting expansion of the SMEFT is relevant
for gauge fixing and cannot be removed with gauge inde-
pendent field redefinitions, which is a novel feature com-
pared to more familiar EFTs without a Higgsed phase.
The particular form of the field space metrics depends
on the operator basis used, but the utility of the geomet-
ric approach developed here does not. This argues for a
modified gauge fixing procedure using the BFM in the
SMEFT.
Gauge fixing. Eliminating bilinear kinetic mixing

between the gauge bosons and the Goldstone bosons in
an efficient gauge fixing procedure is advantageous. A
simpler LSZ procedure [20] to construct S-matrix ele-
ments results from this condition being imposed. Rξ

gauge [21] in the SM when ξW = ξB has some further
advantages in eliminating contact operators that compli-
cate calculations in intermediate steps. Using the BFM
combined with Rξ gauge fixing, the gauge fixing term for
the SU(2)L×U(1)Y fields in the SM takes the form [6–9]

LGF =−
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µ
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+ ig2
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(

Ĥ†
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a)ijH
j −H†

i (σ
a)ijĤ
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Ĥ†
i H
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where the background fields are denoted by a hat.
The SU(2)L Pauli matrix representation in Eq. 8 is

inconvenient for characterizing the gauge fixing term as
gAB is defined on R4. The Pauli matrix algebra is iso-
morphic to the Clifford algebra C(0, 3), and the latter
can be embedded in the R4 field space using the real
representations γ1,2,3 such that
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
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
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
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
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
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The γ4 generator is used for the U(1)Y embedding. As
SU(2)L is self adjoint we can also define this algebra for
the adjoint fields, using the same real representations.
γ1,2,3,4〈φ〉 &= 0 and the unbroken combination of genera-
tors (γ3 + γ4)〈φ〉 = 0 corresponds to U(1)em. We absorb
the couplings into the structure constants and gamma
matrices,

ε̃ABC = g2 ε
A
BC , with ε̃123 = +g2,

γ̃I
A,J =

{

g2 γI
A,J , for A = 1, 2, 3

g1γI
A,J , for A = 4.

(10)

The different couplings g1, g2 enter as the group defined
on the R4 field space is not simple. The γI
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matrices,

ε̃ABC = g2 ε
A
BC , with ε̃123 = +g2,

γ̃I
A,J =
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g2 γI
A,J , for A = 1, 2, 3

g1γI
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(10)

The different couplings g1, g2 enter as the group defined
on the R4 field space is not simple. The γI

a,J matricies

Also,
√
h
IJ√

hJK ≡ δIK and
√
gAB√gBC ≡ δ

A
C . The rotation angles cθ, sθ are functions of αA

and 〈gAB〉 and are defined geometrically in Section 4.3.

The SMEFT weak/mass eigenstate dynamical fields5 and related couplings are then given

by [10] (see also Refs. [26–29])

αA = UA
C β

C , WA,µ = UA
CAC,µ, φJ = VJ

K ΦK , (2.4)

where in the SM limit

αA = {g2 g2, g2, g1}, WA = {W1,W2,W3, B},

βC =

{

g2 (1− i)√
2

,
g2 (1 + i)√

2
,
√

g21 + g22(c
2
θ̄ − s2θ̄),

2 g1 g2
√

g21 + g22

}

, AC =
(

W+,W−,Z,A
)

.

and φJ = {φ1,φ2,φ3,φ4},ΦK = {Φ−,Φ+,χ, h} for the scalar fields. All-orders results in the

v̄T /Λ expansion can be derived as the relationship between the mass and weak eigenstate

fields is always given by Eqn. (2.4). Remarkably, the remaining field space connections for

two- and three-point functions can also be defined at all-orders in the v̄T /Λ expansion.

2.2 Classifying field space connections for two- and three-point functions

We first classify the operators contributing to two- and three-point functions. The arguments

used here build on those in Refs. [2, 18]. Consider a generic three-point function, including

the effects of a tower of higher-dimensional operators. We denote a SM field, defined in the

weak eigenstate basis, as F = {H,ψ,Wµν} for the discussion to follow. Recall the SM EOM

for the Higgs field,

D2Hk − λv2Hk + 2λ(H†H)Hk + qj Y †
u u(iσ2)jk + dYd qk + e Ye lk = 0 , (2.5)

indicating that dependence on D2Hk can be removed in a set of operator forms contributing

to three-point functions, in favour of just Hk, and higher-point functions. Further, using the

Bianchi identity

DµWαβ +DαWβµ +DβWµα = 0, (2.6)

one can also reduce D2Wαβ to EOM-reducible terms and higher-point interactions via

D2WA
αβ = DµDνg

µνWA
αβ ,

= −Dµg
µν
(

DαWA
βν +DβWA

να

)

,

= −
1

2
D{ν,α}WA

βν −
1

2
D{ν,β}WA

να −
1

2
WA
ναWA

βν −
1

2
WA
νβW

A
να,

⇒ EOM and higher-points (2.7)

Here D{ν,α} is the symmetric combination of covariant derivatives. An explicit appearance of

D[µ,ν]F is reduced to WA
µνF , where A is dictated by the SM charge of F .

5The vev v̄T is subtracted from φ4 in the equation below involving φJ .
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4.7 hZZ, hWW couplings

The off-shell coupling of the Higgs to ZZ and WW are given by summing over multiple field

space connections. One finds

〈h|Z(p1)Z(p2)〉 = −
√
h
44

4
ḡ2Z

[

〈
δg33(φ)

δφ4
〉
c4θZ
g22
− 2〈

δg34(φ)

δφ4
〉
c2θZ s2θZ
g1g2

+ 〈
δg44(φ)

δφ4
〉
s4θZ
g21

]

〈hZµνZµν〉

+
√
h
44 ḡ2Z

2

[

〈
δh33(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h33(φ)〉

v̄T
2

]

〈hZµZµ〉

+
√
h
44
ḡ2Z v̄T

[

〈k334〉
c2θZ
g2
− 〈k434〉

s2θZ
g1

]

〈∂νhZµZµν〉, (4.23)

and

〈h|W(p1)W(p2)〉 = −
√
h
44

2
ḡ22

[

〈
δg11(φ)

δφ4
〉
1

g22

]

〈hWµνWµν〉

+
√
h
44
ḡ22

[

〈
δh11(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h11(φ)〉

v̄T
2

]

〈hWµWµ〉

+ 2
√
h
44 ḡ22
g2

v̄T
4

[

i 〈k142〉 − 〈k242〉
]

〈(∂µh)(W+
µνW

ν
− +W−

µνW
ν
+)〉. (4.24)

As these couplings are off-shell, they are not directly observable.

4.8 Z → ψ̄ψ, W → ψ̄ψ partial widths

A key contribution to the full width of the Z,W bosons in the SMEFT are the two-body

partial widths that follow from the SMEFT couplings of the Z,W to fermions of the same

chirality. These results can be defined at all orders in the v̄T /Λ expansion as

Γ̄Z→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
Z |g

Z,ψ
eff |2

(

1−
4M̄2

ψ

m̄2
Z

)3/2

(4.25)

where

gZ,ψeff =
ḡZ
2

[

(2s2θZ Qψ − σ3)δpr + v̄T 〈Lψ,pr3,4 〉+ σ3v̄T 〈Lψ,pr3,3 〉
]

(4.26)

and ψ = {qL, uR, dR, 'L, eR}, while σ3 = 1 for uL, νL and σ3 = −1 for dL, eL. Similarly one

can define

Γ̄W→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
W |gW,ψ

eff |2
(

1−
4M̄2

ψ

m̄2
W

)3/2

(4.27)

with

gW,qL
eff = −

ḡ2√
2

[

V pr
CKM − v̄T 〈LqL,pr

1,1 〉± iv̄T 〈LqL,pr
1,2 〉

]

,

gW,$L
eff = −

ḡ2√
2

[

Upr,†
PMNS − v̄T 〈L$L,pr1,1 〉± iv̄T 〈L$L,pr1,2 〉

]

,

where the VCKM and UPMNS matrices are implicitly absorbed into 〈LJ,A〉.
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space connections. One finds

〈h|Z(p1)Z(p2)〉 = −
√
h
44

4
ḡ2Z

[

〈
δg33(φ)

δφ4
〉
c4θZ
g22
− 2〈

δg34(φ)

δφ4
〉
c2θZ s2θZ
g1g2

+ 〈
δg44(φ)

δφ4
〉
s4θZ
g21

]

〈hZµνZµν〉

+
√
h
44 ḡ2Z

2

[

〈
δh33(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h33(φ)〉

v̄T
2

]

〈hZµZµ〉

+
√
h
44
ḡ2Z v̄T

[

〈k334〉
c2θZ
g2
− 〈k434〉

s2θZ
g1

]

〈∂νhZµZµν〉, (4.23)

and

〈h|W(p1)W(p2)〉 = −
√
h
44

2
ḡ22

[

〈
δg11(φ)

δφ4
〉
1

g22

]

〈hWµνWµν〉

+
√
h
44
ḡ22

[

〈
δh11(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h11(φ)〉

v̄T
2

]

〈hWµWµ〉

+ 2
√
h
44 ḡ22
g2

v̄T
4

[

i 〈k142〉 − 〈k242〉
]

〈(∂µh)(W+
µνW

ν
− +W−

µνW
ν
+)〉. (4.24)

As these couplings are off-shell, they are not directly observable.

4.8 Z → ψ̄ψ, W → ψ̄ψ partial widths

A key contribution to the full width of the Z,W bosons in the SMEFT are the two-body

partial widths that follow from the SMEFT couplings of the Z,W to fermions of the same

chirality. These results can be defined at all orders in the v̄T /Λ expansion as

Γ̄Z→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
Z |g

Z,ψ
eff |2

(

1−
4M̄2

ψ

m̄2
Z

)3/2

(4.25)

where

gZ,ψeff =
ḡZ
2

[

(2s2θZ Qψ − σ3)δpr + v̄T 〈Lψ,pr3,4 〉+ σ3v̄T 〈Lψ,pr3,3 〉
]

(4.26)

and ψ = {qL, uR, dR, 'L, eR}, while σ3 = 1 for uL, νL and σ3 = −1 for dL, eL. Similarly one

can define

Γ̄W→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
W |gW,ψ

eff |2
(

1−
4M̄2

ψ

m̄2
W

)3/2

(4.27)

with

gW,qL
eff = −

ḡ2√
2

[

V pr
CKM − v̄T 〈LqL,pr

1,1 〉± iv̄T 〈LqL,pr
1,2 〉

]

,

gW,$L
eff = −

ḡ2√
2

[

Upr,†
PMNS − v̄T 〈L$L,pr1,1 〉± iv̄T 〈L$L,pr1,2 〉

]

,

where the VCKM and UPMNS matrices are implicitly absorbed into 〈LJ,A〉.
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defined at all orders in v/Λ !!
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Can build up observable quantities, such as a decay width.

Consider a             coupling to a fermion bilinear.W±, Z
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Two body decay widths:

Michael Trott, NBI

…

…

GeoSMEFT All orders result ex.

Can do LEP to dim 8 in about 3 weeks of work if you learn this stuff.

Towards loop calculations at all v/Λ orders : [2106.10284]

This is more than reorganization.  It allows for all-orders amplitudes of fundamental processes:

EOM / Hilbert Series techniques allows for proof of all 2- and 3-pt field space connections!
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General growth in operator forms from  Hilbert series
https://arxiv.org/pdf/1512.03433.pdf

https://arxiv.org/abs/1706.08520

https://arxiv.org/abs/1503.07537

https://arxiv.org/abs/1510.00372

Pole parameters O(10’s)

Tails are exponential
Mass Dimension

Field space connection 6 8 10 12 14

hIJ(φ)(Dµφ)I(Dµφ)J 2 2 2 2 2

gAB(φ)WA
µνWB,µν 3 4 4 4 4

kIJA(φ)(Dµφ)I(Dνφ)JWA
µν 0 3 4 4 4

fABC(φ)WA
µνWB,νρWC,µ

ρ 1 2 2 2 2

Y u
pr(φ)Q̄u+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y d
pr(φ)Q̄d+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y e
pr(φ)L̄e+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

de,prA (φ)L̄σµνeWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

du,prA (φ)Q̄σµνuWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

dd,prA (φ)Q̄σµνdWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

LψR

pr,A(φ)(D
µφ)J (ψ̄p,RγµσAψr,R) N2

f N2
f N2

f N2
f N2

f

LψL

pr,A(φ)(D
µφ)J(ψ̄p,LγµσAψr,L) 2N2

f 4N2
f 4N2

f 4N2
f 4N2

f

Table 1. Counting of operators contributing to two- and three-point functions from Hilbert series.
These results are consistent with Ref. [4].

The minimum is redefined order by order in the power counting expansion

〈H†H〉 =
v2

2






1 +

3C(6)
H v2

4λ
+ v4

9
(

C(6)
H

)2
+ 4C(8)

H λ

8λ2
+ · · ·






≡

v̄2T
2
. (3.2)

This generalization of the expectation value simplifies at leading order in 1/Λ2 to the vev

of the SM. Including the leading 1/Λ2 correction, the result is that of Ref. [26], the 1/Λ4

correction is as given in Ref. [18], etc. At higher orders in the polynomial expansion of H†H

that results from taking the derivative of the potential, numerical methods must be used to

find a minimum due to the Abel–Ruffini theorem. Note that this also means that expanding

out the vev dependence in a formal all-orders result to a fixed order necessarily requires

numerical methods.

The expectation values of the field space connections is also denoted by 〈〉 and a critical

role is played by
√
h
IJ

= 〈hIJ 〉1/2, and √gAB = 〈gAB〉1/2. The
√
h and

√
g depend on v̄T .

3.1 Scalar bilinear metric: hIJ(φ)

The relevant terms in L(6,8) for the scalar metric are [18]

L(6,8) ⊇ C(6)
H!(H

†H)!(H†H) + C(6)
HD(H

†DµH)$(H†DµH) (3.3)

+ C(8)
HD(H

†H)2(DµH)†(DµH) + C(8)
H,D2(H

†H)(H†σaH)
[

(DµH)† σa (DµH)
]

.

– 10 –

[M
. Trott K

ITP Talk]

[1512.03433]

Lagrangian parameters & Feynman rules obtained at all v/Λ orders before physical amplitude calculated!
All-orders connections field-redefinition invariant & yield large reduction in operators (EFT parameters)!
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Flavoring the geoSMEFT

2 The Yukawa Sector of the (geo)SM(EFT)

The geoSMEFT [6] represents a re-organization of the SMEFT operator product expansion
(OPE) in (2), such that

LSMEFT =
X

i

Gi (I, A,�, ...) fi . (3)

HereGi are field-space connections that depend on the group indices I, A of all internal symmetry
groups, and real scalar field coordinates �I of the SU(2)L Higgs doublet, normalized as follows:2

H (�I) =
1
p
2

"
�2 + i�1

�4 � i�3

#
=) H̃ (�I) =

1
p
2

"
�4 + i�3

��2 + i�1

#
. (4)

On the other hand, fi are operator forms composed of the Lorentz-index-carrying building blocks
of LSMEFT, and which are (largely)3 independent of �. That is, upon the Higgs obtaining its vev,
the tower of interactions composing Gi reduces to a number and emissions of h (the propagating
Higgs field), while fi remains a distinct operator of SM fields and derivatives. Critically, by
using Hilbert series techniques one can show that, at least for two- and three-point functions,
the number of fi saturates to a constant value at arbitrary mass-dimension. This then allows the
field-space connections Gi, and thereby important theory parameters (e.g. gauge boson masses,
gauge couplings, weak mixing angles, the Higgs mass, etc.), to be defined at all orders in the
SMEFT’s characteristic vT/⇤ expansion. For a complete description of the geoSMEFT see [6],
which builds on prior work [11–14]. See [15–18] for recent geoSMEFT applications.

In what follows we are only concerned with the Yukawa sector of the e↵ective theory, i.e.
with non-renormalizable SMEFT operators of the form

Q
6+2n
 H
pr

=
�
H

†
H
�n+1 �

 ̄L,p R,rH
�

with n � 0 , (5)

with  L 2 {Q,L}L and  R 2 {u, d, e}R, and where H ! H̃ in the second bracket when  R = uR.
Hence the classification of two- and three-point functions in terms of their field space connections
and composite operator forms, as already present in [6], is su�cient for our purposes. From there
we recall the two-point Yukawa function Y (�) 1 2, whose field space connection Y (�) is given
by

Y
 1
pr

(�I) =
�LSMEFT

�( 
I

2,p 1,r)

����
L(↵,�,...)!0

, (6)

for a generic fermion sector  2 {u, d, e}. Here ↵, �, ... denote e↵ective gauge couplings etc., such
that the notation L(↵, �, ...) ! 0 implies that all Lagrangian terms and spin connections with
non-trivial Lorentz indices are sent to zero. As a demonstrative example, the Higgs potential is
given simply by V (�) = �LSMEFT|L(↵,�,...)!0.

Using (6) one quickly arrives at the explicit expressions for the fermionic field space connec-
tions,

Y
 

pr
(�I) = �H (�I) [Y ]

†
pr
+H (�I)

1X

n=0

C
(6+2n)
 H
pr

✓
�
2

2

◆n

, (7)

2
�4 is expanded around the vev via �4 ! �4 + vT .

3
Except powers of D

µ
H, which get grouped with fi. This residual scalar coordinate-dependence in the

composite operator forms manifests in powers of @µh, upon the Higgs acquiring its vev.
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Mass Dimension

Field space connection 6 8 10 12 14

hIJ(φ)(Dµφ)I(Dµφ)J 2 2 2 2 2

gAB(φ)WA
µνWB,µν 3 4 4 4 4

kIJA(φ)(Dµφ)I(Dνφ)JWA
µν 0 3 4 4 4

fABC(φ)WA
µνWB,νρWC,µ

ρ 1 2 2 2 2

Y u
pr(φ)Q̄u+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y d
pr(φ)Q̄d+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y e
pr(φ)L̄e+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

de,prA (φ)L̄σµνeWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

du,prA (φ)Q̄σµνuWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

dd,prA (φ)Q̄σµνdWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

LψR

pr,A(φ)(D
µφ)J (ψ̄p,RγµσAψr,R) N2

f N2
f N2

f N2
f N2

f

LψL

pr,A(φ)(D
µφ)J(ψ̄p,LγµσAψr,L) 2N2

f 4N2
f 4N2

f 4N2
f 4N2

f

Table 1. Counting of operators contributing to two- and three-point functions from Hilbert series.
These results are consistent with Ref. [4].

The minimum is redefined order by order in the power counting expansion

〈H†H〉 =
v2

2






1 +

3C(6)
H v2

4λ
+ v4

9
(

C(6)
H

)2
+ 4C(8)

H λ

8λ2
+ · · ·






≡

v̄2T
2
. (3.2)

This generalization of the expectation value simplifies at leading order in 1/Λ2 to the vev

of the SM. Including the leading 1/Λ2 correction, the result is that of Ref. [26], the 1/Λ4

correction is as given in Ref. [18], etc. At higher orders in the polynomial expansion of H†H

that results from taking the derivative of the potential, numerical methods must be used to

find a minimum due to the Abel–Ruffini theorem. Note that this also means that expanding

out the vev dependence in a formal all-orders result to a fixed order necessarily requires

numerical methods.

The expectation values of the field space connections is also denoted by 〈〉 and a critical

role is played by
√
h
IJ

= 〈hIJ 〉1/2, and √gAB = 〈gAB〉1/2. The
√
h and

√
g depend on v̄T .

3.1 Scalar bilinear metric: hIJ(φ)

The relevant terms in L(6,8) for the scalar metric are [18]

L(6,8) ⊇ C(6)
H!(H

†H)!(H†H) + C(6)
HD(H

†DµH)$(H†DµH) (3.3)

+ C(8)
HD(H

†H)2(DµH)†(DµH) + C(8)
H,D2(H

†H)(H†σaH)
[

(DµH)† σa (DµH)
]

.
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Yukawa-like operators of the SMEFT are given by

In the geoSMEFT formalism this all-order tower in v/Λ is captured by Yukawa field space connections:

From this one can immediately derive the all-orders effective Yukawa couplings, in terms of SM and 
SMEFT contributions:

where again H ! H̃ when  = u, from which one defines the all-orders Yukawa couplings

[Y ]rp =
�(Y  

pr
)†

�h

����
�i!0

=

p
h
44

p
2

 
[Y ]rp �

1X

n=3

2n� 3

2n�2
C̃

(2n),?
 H
pr

!
. (8)

Here
p
h
44

is the 44 component of the matrix square-root of the expectation value for the scalar
field space metric, hhIJ

i
1/2; hIJ(�) is the all-orders connection for derivative Higgs operators:

L � hIJ(�) (Dµ�)
I (Dµ

�)J . Also note that the Wilson coe�cients have been normalized in (8)

such that C̃(2n)
i

⌘ C
(2n)
i

v
2n�4
T

/⇤2n�4. Finally, we recall that the fermion mass matrices are given
after the Higgs acquires it vev,

[M ]rp = h(Y  

pr
)†i . (9)

The flavour structure of the theory can be analyzed in either phase, and so in what follows we
generally work with the Yukawa matrices in (8).

2.1 Extension to Fermionic Mixing

Our goal is to extend the definition of all-orders parameters in the geoSMEFT to the fermion
mass and mixing sector, i.e. those quantities defined in the fermion mass-eigenstate basis, where
the di↵erent generations of a given fermion family (e.g. u, c, t) can be physically distinguished
by their distinct masses. As in the SM, this requires the diagonalization of (8), which can be
achieved through a bi-unitary transformation on both the SU(2)L doublet and singlet fermion
fields:

[U †
 L

]ir [Y
 ]rp [U R]pj ⌘ [D ]ij = diag (y 1, y 2, y 3) . (10)
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6

Basis of Invariants for Quarks

references, we recall that flavour invariants are objects that do not change under field redefinitions
corresponding to unitary transformations of SM fermions under the global GF ⇠ U(3)5 flavour
symmetry. Such transformations correspond to basis changes of the Yukawa connections,4

Y
u
�! U

†
QL

Y
u
UuR

, Y
d
�! U

†
QL

Y
d
UdR

, (17)

which, as argued above, are the fundamental objects encoding the mass and mixing parameters
of the theory. Polynomials of Y  define a group ring C when the linear combinations of all
possible products of the generators Y  (with complex coe�cients) are formed. The GF -invariant
ring CGF is that set of polynomials unchanged under the action GF (cf. (17)), and it can be
shown that CGF is finitely generated. A central result of [22] is an explicit representation of said
generators, denoted Ii (and henceforth referred to simply as ‘invariants’), for the quark sector
of the SM with both two and three fermion generations. Here we extend this analysis to the
geoSMEFT, and further use the invariants to extract our desired formulae.

In the case of three fermion generations, Hilbert Series techniques lead one to conclude that
there are 11 polynomially independent invariants Ii [22]. In what follows we will actually use
the representation and notation given in [23] to present Ii. Here, after defining the Hermitian
combination Y Y

†
⌘ Y, a complete set of 3D quark-sector invariants are reported as

I1 ⌘ tr (Yu) , Î3 ⌘ tr (adjYu) , Î6 ⌘ tr (Yu adjYu) = 3 detYu ,

I2 ⌘ tr (Yd) , Î4 ⌘ tr (adjYd) , Î8 ⌘ tr (Yd adjYd) = 3 detYd , (18)

for invariants ‘unmixed’ between up and down sectors, and

Î5 ⌘ tr (Yu Yd) , Î7 ⌘ tr (adjYu Yd) , Î9 ⌘ tr (Yu adjYd) , Î10 ⌘ tr (adjYu adjYd) , (19)

for real, mixed invariants. Note that it is natural to consider Yu and Yd when considering flavour
symmetry violating e↵ects as these two invariants are not simultaneously diagonalizable. This
is why in meson mixing, for example, flavour violation is always proportional to such invariants.
One notes that (18) contains all of the information required to extract the Yukawa eigenvalues.
On the other hand, (19) know about the overlap between up and down sectors, and are therefore
functions of the mixing elements Uu,d

ij
. As there are four invariants, this is su�cient to extract the

four independent elements of the (unitary) CKM mixing matrix. The expressions in (18)-(19)
are all CP-even and � 0. Additionally there is the complex, CP-Odd invariant

I
�
11 = �

3i

8
det [Yu,Yd] , (20)

which is proportional to the Jarlskog determinant [26]. This invariant will therefore be necessary
for completely determining the sign of the Dirac CP-violating phase below.

Note that, in the above expressions, adjY are the adjoint matrices5 satisfying Y adjY = detY,
i.e.

adjY = Y2
� tr [Y]Y +

1

2

�
tr2 [Y]� tr

⇥
Y2
⇤�

1 , (21)
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which holds for matrices that are diagonalized via unitary field transformations. Generalized
expressions for adjoint matrices diagonalized by bi-unitary transformations can also be found.
Both are derived directly from the Cayley-Hamilton identity for 3⇥ 3 matrices [23].

Invariants

A core observation of this work is that the structure of the flavour invariants is the same regardless
of the mass dimension considered in the (geo)SM(EFT). This can be seen clearly in (8), where
one notes that the addition of higher-order SMEFT operators simply results in an all-orders
reparameterization of each individual matrix element of the Hermitian objects Y, which compose
the polynomial invariants. Hence we can freely form (18)-(20) with explicit dependence on the
geoSMEFT’s Hermitian Yukawa coupling,
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where h ⌘ (
p
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44
)(
p
h
44
)?, f(n) = 2n�3

2n�2 , and analogously for f(n0). We observe that (22)
represents the fundamental BSM object in this formalism.

Quark Masses

Proceeding to the extraction of the quark Yukawa eigenvalues y2, we solve the system of equations
in (18), finding
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for the up-quark Yukawa eigenvalues, where the  u parameter is given by
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�3 I21 Î
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. (25)

Recall that by definition the functions y2 and I1,3,6 are � 0, and of course y
2 is also real. While

certain individual expressions on the RHS of these equations are imaginary, we have checked
that the eigenvalues are in fact real. Note also that the system of equations in (18) permits
six di↵erent solutions, corresponding to the six di↵erent possible mass hierarchies for yu,c,t. The
unmixed mass invariants remain constant under the transposition of any two flavour-eigenstate
indices, e.g. I1 = I1(i $ j). However, by definition, one recognizes the up quark as the lightest
generation, the top as the heaviest, and the charm as the intermediate,
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proportional to to the Jarlskog 
Invariant J!

The fundamental geoSMEFT object we can construct at all-orders is then given by

A set of 11 invariants can be found to fully parameterize the theory, including six ‘unmixed’ I

as well as four ‘mixed’ I, relevant for extracting information about the CKM (overlap) matrix

and finally one mixed, CP-odd invariant relevant to pinning down the overall sign of CP violation:
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The Hilbert series H(q) = h(q, q) is

H(q) =
1

(1 − q2)2(1 − q4)3
. (75)

In this example, p = 5 (four masses and one mixing an-
gle, see Table I), dim V = 16, since there are four 2 × 2
matrices, dN = 0, and dD = 16. The number of denom-
inator factors is the number of parameters, and Knop’s
theorem gives 16 ≥ 16− 0 ≥ 5, with the upper bound an
equality.
The denominator factors in Eq. (75) show that there

are two generators of degree two, and three of degree
four, which agrees with Eq. (72).
If one started with XU and XD as the basic objects,

then dimV = 8. In this case, the Hilbert series is given by
replacing q2 → q in Eq. (75), since we now count powers
of XU , XD rather than mU ,mD, so dN = 0, dD = 8 and
Knop’s inequality becomes 8 ≥ 8− 0 ≥ 5.

B. ng = 3

For an arbitrary 3× 3 matrix A, the Cayley-Hamilton
theorem states that

A3 = A2 〈A〉 − 1

2
A
[
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〉

]

+
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6

[
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〉

]

11. (76)

Taking the trace of both sides gives the trivial result
〈

A3
〉

=
〈

A3
〉

. Multiplying by A and taking the trace
gives

〈

A4
〉

=
1

6
〈A〉4 − 〈A〉2

〈

A2
〉

+
4

3

〈

A3
〉

〈A〉+ 1

2

〈

A2
〉2

,

(77)

so that 〈An〉, n ≥ 4 can be rewritten in terms of 〈A〉,
〈A2〉, and 〈A3〉.
Thus, the invariants involving XU alone are I2,0 =

〈XU 〉, I4,0 = 〈XU
2〉 and I6,0 = 〈XU

3〉, and invariants
involving XD alone are I0,2 = 〈XD〉, I0,4 = 〈XD

2〉 and
I0,6 = 〈XD

3〉, all of which are CP even.
Invariants containing both XU and XD are of the form

Eq. (70), but now with ri = 1, 2 and si = 1, 2, so that
one has traces of products of XU , X2

U , XD, X2
D. This re-

striction still leads to an infinite number of invariants.
However, many of these invariants are not independent.

For arbitrary 3 × 3 matrices A, B and C, one has the
identity

0 = 〈A〉2 〈B〉 〈C〉 − 〈BC〉 〈A〉2 − 2 〈AB〉 〈A〉 〈C〉
−2 〈AC〉 〈A〉 〈B〉+ 2 〈ABC〉 〈A〉+ 2 〈ACB〉 〈A〉
−
〈

A2
〉

〈B〉 〈C〉+ 2 〈AB〉 〈AC〉+
〈

A2
〉

〈BC〉
+2 〈C〉

〈

A2B
〉

+ 2 〈B〉
〈

A2C
〉

− 2
〈

A2BC
〉

−2
〈

A2CB
〉

− 2 〈ABAC〉 (78)
which can be derived by substituting A → A+B+C into
Eq. (77), and picking out the order A2BC terms. This
identity eliminates 〈ABAC〉, i.e. traces where the same
matrix is repeated, so that in invariants Eq. (70), XU ,
XU

2, XD and XD
2 can each occur at most once. For

example, 〈XU . . . XU . . .〉 can be replaced by
〈

X2
U . . .

〉

,
and

〈

X2
U . . . X2

U . . .
〉

can be replaced by
〈

X4
U . . .

〉

, which
can then be eliminated using Eq. (76).
Writing out all of the possibilities gives the basic quark

invariants for ng = 3 quark generations. There are 11
CP -even invariants, ten of which are

I2,0 = 〈XU 〉 ,
I0,2 = 〈XD〉 ,
I4,0 = 〈XU

2〉 ,
I2,2 = 〈XUXD〉 ,
I0,4 = 〈XD

2〉 ,
I6,0 = 〈XU

3〉 ,
I4,2 = 〈XU

2XD〉 ,
I2,4 = 〈XUXD

2〉 ,
I0,6 = 〈XD

3〉 ,
I4,4 = 〈XU

2XD
2〉 , (79)

and one CP -odd invariant

I(−)
6,6 = 〈XU

2XD
2XUXD〉 − 〈XD

2XU
2XDXU 〉 .

(80)

The eleventh CP -even invariant is

I(+)
6,6 = 〈XU

2XD
2XUXD〉+ 〈XD

2XU
2XDXU 〉 .

(81)

All the invariants in the quark sector can be written as
polynomials in these basic invariants.
The multi-graded and one-variable Hilbert series are

h(u, d) =
1 + u6d6

(1− u2)(1− u4)(1 − u6)(1 − d2)(1 − d4)(1 − d6)(1 − u2d2)(1 − u4d2)(1− u2d4)(1− u4d4)
,

H(q) = h(q, q) =
1 + q12

(1− q2)2(1− q4)3(1− q6)4(1− q8)
, (82)

3.3 Applicability to other BSM Scenarios

Given (23)-(32), it is interesting to note when they do (and do not) apply. Indeed, the formalism
is in general complete when (18)-(20) are su�cient to extract all of the flavour parameters of
the low-energy theory. As described above, these are determined by analyzing the global flavour
group ring CGF , based on the transformation properties of Y  in (17). Hence (23)-(32) hold in any
theory where (17) represents the generic transformation properties of the Dirac Yukawa/mass
matrices under GF , such that Y  

Y
 †

! U
†
Y
 
Y
 †

U under global flavour transformations U 2

U(3)QL
, including theories where Y  or M originate from ultraviolet dynamics [22]. Of course,

if Y  
Y
 † respects these transformation properties, but there are additional sources of flavour

violation in the infrared spectrum, (18)-(20) will be incomplete as there are just enough invariants
to uniquely determine the 10 (13) flavour parameters of the quark (quark + charged lepton)
Yukawa sector. More invariants would be required to extract the values of parameters associated
to the additional flavour violation.

For academic purposes we also consider the case when global flavour rotations are not family-
universal, i.e. when

{Yu,Yd} ! {Y0
u
, Y0

d
} = {U

u †
�

Yu U
u

�
, U

d †
�

Yd U
d

�
} with U

d

�
6= U

u

�
. (33)

Such a situation may be conceivable in the broken electroweak phase, e.g. Here we observe that
(18) (which we denote Îmass), and therefore (23)-(24), still hold as basis-independent expressions,
since Îmass ! Î

0
mass = Îmass due to the cyclic property of the Trace. However, (19)-(20) do not

exhibit this invariance generically. This is clear, for example, in Î5:

Î
0
5 = tr (Y0

u
Y0
d
) = tr

�
U

u †
�

Yu U
u

�
U

d †
�

Yd U
d

�

�
6= Î5 . (34)

This implies that predictions for CKM mixing parameters in such theories will not hold. We
have checked that these statements are true by generating random unitary transformations
U
 

�
numerically and constructing (33), where y

2
i
, ✓ij and � are also generated randomly. We

compare the values computed with (23)-(32) to those extracted numerically, and indeed confirm
that while the Yukawa/mass eigenvalues are in perfect agreement with the randomly drawn
inputs, the mixing parameters are not. On the other hand, we now give two examples from the
literature where our formulae apply exactly.8

An e↵ective theory of flavour in the ultraviolet

Our formalism can be used to analytically or numerically compute the mass, mixing, and CP-
violating parameters predicted from typical high-energy EFTs of flavour (e.g. Froggatt-Nielsen
models [35]), where some ultraviolet dynamics at a scale ⇤F breaks a flavour symmetry GF ,
yielding specifically textured infrared Yukawa couplings. As an example we consider the quark
sector of the non-Abelian ‘universal texture zero’ (UTZ) model of [36]. Here the high-energy

8
Note that we do not present these models in the context of a matching calculation to the (geo)SMEFT, but

rather as example UV constructions with BSM field and symmetry content remaining in the spectrum — our

goal is to show that our model-independent formulae from above can be used to study the Dirac flavour sector

of specific models in the literature, and as a result we only give relevant details to that end below.
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Abstract

We report a set of exact formulae for computing Dirac masses, mixings, and CP-violation

parameter(s) from 3⇥3 Yukawa matrices Y valid when Y Y
†
! U

†
Y Y

†
U under global

U(3)QL
flavour symmetry transformations U . The results apply to the Standard Model

E↵ective Field Theory (SMEFT) and its ‘geometric’ realization (geoSMEFT). We thereby

complete, in the Dirac flavour sector, the catalogue of geoSMEFT parameters derived at

all orders in the

p
2hH†Hi/⇤ expansion. The formalism is basis-independent, and can

be applied to models with decoupled ultraviolet flavour dynamics, as well as to models

whose infrared dynamics are not minimally flavour violating. We highlight these points

with explicit examples and, as a further demonstration of the formalism’s utility, we derive

expressions for the renormalization group flow of quark masses, mixings, and CP-violation

at all mass dimension and perturbative loop orders in the (geo)SM(EFT) and beyond.

references, we recall that flavour invariants are objects that do not change under field redefinitions
corresponding to unitary transformations of SM fermions under the global GF ⇠ U(3)5 flavour
symmetry. Such transformations correspond to basis changes of the Yukawa connections,4

Y
u
�! U

†
QL

Y
u
UuR

, Y
d
�! U

†
QL

Y
d
UdR

, (17)

which, as argued above, are the fundamental objects encoding the mass and mixing parameters
of the theory. Polynomials of Y  define a group ring C when the linear combinations of all
possible products of the generators Y  (with complex coe�cients) are formed. The GF -invariant
ring CGF is that set of polynomials unchanged under the action GF (cf. (17)), and it can be
shown that CGF is finitely generated. A central result of [22] is an explicit representation of said
generators, denoted Ii (and henceforth referred to simply as ‘invariants’), for the quark sector
of the SM with both two and three fermion generations. Here we extend this analysis to the
geoSMEFT, and further use the invariants to extract our desired formulae.

In the case of three fermion generations, Hilbert Series techniques lead one to conclude that
there are 11 polynomially independent invariants Ii [22]. In what follows we will actually use
the representation and notation given in [23] to present Ii. Here, after defining the Hermitian
combination Y Y

†
⌘ Y, a complete set of 3D quark-sector invariants are reported as

I1 ⌘ tr (Yu) , Î3 ⌘ tr (adjYu) , Î6 ⌘ tr (Yu adjYu) = 3 detYu ,

I2 ⌘ tr (Yd) , Î4 ⌘ tr (adjYd) , Î8 ⌘ tr (Yd adjYd) = 3 detYd , (18)

for invariants ‘unmixed’ between up and down sectors, and

Î5 ⌘ tr (Yu Yd) , Î7 ⌘ tr (adjYu Yd) , Î9 ⌘ tr (Yu adjYd) , Î10 ⌘ tr (adjYu adjYd) , (19)

for real, mixed invariants. Note that it is natural to consider Yu and Yd when considering flavour
symmetry violating e↵ects as these two invariants are not simultaneously diagonalizable. This
is why in meson mixing, for example, flavour violation is always proportional to such invariants.
One notes that (18) contains all of the information required to extract the Yukawa eigenvalues.
On the other hand, (19) know about the overlap between up and down sectors, and are therefore
functions of the mixing elements Uu,d

ij
. As there are four invariants, this is su�cient to extract the

four independent elements of the (unitary) CKM mixing matrix. The expressions in (18)-(19)
are all CP-even and � 0. Additionally there is the complex, CP-Odd invariant

I
�
11 = �

3i

8
det [Yu,Yd] , (20)

which is proportional to the Jarlskog determinant [26]. This invariant will therefore be necessary
for completely determining the sign of the Dirac CP-violating phase below.

Note that, in the above expressions, adjY are the adjoint matrices5 satisfying Y adjY = detY,
i.e.

adjY = Y2
� tr [Y]Y +

1

2

�
tr2 [Y]� tr

⇥
Y2
⇤�

1 , (21)

4
We focus only on the quark sector from this point forward. Additional discussion regarding extensions to

leptons will be given in Section 5.
5
These matrices are adjoint under the SU(3)QL quark flavour subgroup of the global U(3)

5
SM flavour

symmetry, i.e. U(3)
5
� U(3)

3
/U(1)B ⇠ SU(3)QL ⇥ U(3)uR ⇥ U(3)dR , with U(1)B global baryon number.

6

Do you know how to 
write y2(Y), θ(Y), 

δ(Y)?

Calculate invariants under U(3)! Structure given by (known) Hilbert Series!
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which holds for matrices that are diagonalized via unitary field transformations. Generalized
expressions for adjoint matrices diagonalized by bi-unitary transformations can also be found.
Both are derived directly from the Cayley-Hamilton identity for 3⇥ 3 matrices [23].

Invariants

A core observation of this work is that the structure of the flavour invariants is the same regardless
of the mass dimension considered in the (geo)SM(EFT). This can be seen clearly in (8), where
one notes that the addition of higher-order SMEFT operators simply results in an all-orders
reparameterization of each individual matrix element of the Hermitian objects Y, which compose
the polynomial invariants. Hence we can freely form (18)-(20) with explicit dependence on the
geoSMEFT’s Hermitian Yukawa coupling,

Yrp =
h
2

 
YriY

?

pi
�

1X

n0

f(n0)YriC̃
(2n0)
ip

�

1X

n

f(n)C̃(2n),?
ir

Y
?

pi
+

1X

n,n0

f(n)f(n0)C̃(2n),?
ir

C̃
(2n0)
ip

!
, (22)

where h ⌘ (
p
h
44
)(
p
h
44
)?, f(n) = 2n�3

2n�2 , and analogously for f(n0). We observe that (22)
represents the fundamental BSM object in this formalism.

Quark Masses

Proceeding to the extraction of the quark Yukawa eigenvalues y2, we solve the system of equations
in (18), finding

y
2
i
=

(�2)1/3

3 u

⇣
I
2
1 � 3 Î3 + (�2)�1/3

I1  u + (�2)�2/3
 

2
u

⌘
, (23)

y
2
j,k

=
1

12 u

((�2)4/3 I
2
1 � 3 · (�2)4/3 Î3 + 4 I1  u

⌥  u

vuut
24
⇣
I
2
1 � 3 Î3

⌘
+

6 · (�2)5/3
⇣
I
2
1 � 3 Î3

⌘2

 2
u

� 3 · (�2)4/3  2
u
+ (�2)2/3  2

u
) (24)

for the up-quark Yukawa eigenvalues, where the  u parameter is given by

 u =

✓
�2 I31 + 9 I1Î3 � 9 Î6 + 3

q
�3 I21 Î

2
3 + 12 Î33 + 4 I31 Î6 � 18 I1Î3Î6 + 9 Î26

◆1/3

. (25)

Recall that by definition the functions y2 and I1,3,6 are � 0, and of course y
2 is also real. While

certain individual expressions on the RHS of these equations are imaginary, we have checked
that the eigenvalues are in fact real. Note also that the system of equations in (18) permits
six di↵erent solutions, corresponding to the six di↵erent possible mass hierarchies for yu,c,t. The
unmixed mass invariants remain constant under the transposition of any two flavour-eigenstate
indices, e.g. I1 = I1(i $ j). However, by definition, one recognizes the up quark as the lightest
generation, the top as the heaviest, and the charm as the intermediate,

y
2
u
⌘ min{y2

i
, y

2
j
, y

2
k
} , y

2
c
⌘ mid{y2

i
, y

2
j
, y

2
k
} y

2
t
⌘ max{y2

i
, y

2
j
, y

2
k
} . (26)
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q
�3 I21 Î
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Unmixed invariants can be solved to obtain exact formulae for Yukawa couplings / masses:

Of course, the only distinction between fermions of the same family are their (measured) 
mass eigenvalues….

Valid for up-quark masses.  
Send I1,3,6 to I2,4,8 for down 

quark masses.
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Furthermore, the expressions for the down-quark mass-eigenvalues are analogous to (23)-(24),
replacing

{I1, Î3, Î6} �! {I2, Î4, Î8} (27)

which, when implemented, results also in the notation change  u �!  d in the final equations.
The beauty of (23)-(24) is that their RHS can be calculated in any arbitrary flavour basis, whilst
the LHS are always the mass eigenvalues (up to the Higgs vev).

CKM Parameters

Given the Yukawa/mass eigenvalues at all orders, one can then move to the four real CKM
parameters, which can be obtained by solving the system of equations implied by Î5,7,9,10,11. We
will solve (19) for |Vcd|

2, |Vcs|
2, |Vtd|

2, and |Vts|
2, and then use the unitarity constraints of the

CKM matrix to uniquely determine its remaining matrix elements in terms of the invariants
Î5,7,9,10,11. We then have all of the information required to determine the three mixing angles
sij, which upon using the final I�11 invariant will give us the phase �. Critically, we observe that
(19) does not permit multiple solutions for |Vij|

2.
Proceeding along these lines, it is straightforward to derive the following compact expressions

for the mixing angles sij:

s13 =

2

4
�Î10 � y

2
b

⇣
Î7 ��+

ds
�+

uc
�+

ut

⌘
� y

2
u

⇣
Î9 + y

2
b

⇣
Î5 � y

2
b
�+

ct

⌘
� y

2
d
y
2
s
�+

ct

⌘

��
bd
��

bs
��

cu
��

ut

3

5

1/2

, (28)

s23 =

2

4
��

tu

⇣
�Î10 + y

2
c

⇣
�Î9 + (y4

b
+ y

2
d
y
2
s
)�+

ut

⌘
+ y

2
b

⇣
�Î7 + y

2
c

⇣
�Î5 +�+

ct�
+
ds

⌘
+ y

2
u
�+

ct�
+
ds

⌘⌘

��
ct

⇣
Î10 + y2

u
Î9 + y

2
b

⇣
Î7 + y2

u

⇣
Î5 � 2�+

ct�
+
ds

⌘⌘
� (y4

u
+ y2

c
y
2
t ) (y

4
b
+ y

2
d
y2
s
)
⌘

3

5

1/2

(29)

s12 =

2

4
��

db

⇣
Î10 + y

2
s

⇣
Î7 � y

2
c
y
2
t
�+

db

⌘⌘
+ y

2
u
��

bd

⇣
�Î9 � y

2
s
Î5 +�+

sb
�+

ct�
+
ds

⌘
+ y

4
u
y
2
s
(y4

b
� y

4
d
)

��
ds

⇣
Î10 + y2

u
Î9 + y

2
b

⇣
Î7 + y2

u

⇣
Î5 � 2�+

ct�
+
ds

⌘⌘
� (y4

b
+ y

2
d
y2
s
) (y4

u
+ y2

c
y
2
t )
⌘

3

5

1/2

,

(30)

which are given in terms of the Yukawa eigenvalues y2
i
and the di↵erence/sum parameters �±

ij

defined by
�±

ij
⌘ y

2
i
± y

2
j
. (31)

Given the expressions in (23)-(24) for y2
i
, one then has the desired final expressions entirely in

terms of the flavour-invariants Ii. Note that, by definition, these angles lie in the first quadrant,
0  sij 

⇡

2 . Finally, one can use I
�
11, along with (28)-(30), to derive that
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As I�11 is not guaranteed to be � 0, one sees that (32) uniquely pins down the sign of �. These
expressions therefore complete the list of quark flavour parameters in the (geo)SM(EFT); (23)-
(32) and their renormalization group flow (cf. (43)-(47) in Section 4) represent the core results
of this work.
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Furthermore, the expressions for the down-quark mass-eigenvalues are analogous to (23)-(24),
replacing

{I1, Î3, Î6} �! {I2, Î4, Î8} (27)

which, when implemented, results also in the notation change  u �!  d in the final equations.
The beauty of (23)-(24) is that their RHS can be calculated in any arbitrary flavour basis, whilst
the LHS are always the mass eigenvalues (up to the Higgs vev).

CKM Parameters

Given the Yukawa/mass eigenvalues at all orders, one can then move to the four real CKM
parameters, which can be obtained by solving the system of equations implied by Î5,7,9,10,11. We
will solve (19) for |Vcd|

2, |Vcs|
2, |Vtd|

2, and |Vts|
2, and then use the unitarity constraints of the

CKM matrix to uniquely determine its remaining matrix elements in terms of the invariants
Î5,7,9,10,11. We then have all of the information required to determine the three mixing angles
sij, which upon using the final I�11 invariant will give us the phase �. Critically, we observe that
(19) does not permit multiple solutions for |Vij|

2.
Proceeding along these lines, it is straightforward to derive the following compact expressions

for the mixing angles sij:
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�Î10 + y

2
c

⇣
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which are given in terms of the Yukawa eigenvalues y2
i
and the di↵erence/sum parameters �±

ij

defined by
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⌘ y
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i
± y

2
j
. (31)

Given the expressions in (23)-(24) for y2
i
, one then has the desired final expressions entirely in

terms of the flavour-invariants Ii. Note that, by definition, these angles lie in the first quadrant,
0  sij 

⇡

2 . Finally, one can use I
�
11, along with (28)-(30), to derive that

s� =
4

3
I
�
11

h
��

tc
��

tu
��

cu
��

bs
��

bd
��

sd
s12s13s23

�
1� s

2
23

�1/2 �
1� s

2
12

�1/2 �
1� s

2
13

�i�1

. (32)

As I�11 is not guaranteed to be � 0, one sees that (32) uniquely pins down the sign of �. These
expressions therefore complete the list of quark flavour parameters in the (geo)SM(EFT); (23)-
(32) and their renormalization group flow (cf. (43)-(47) in Section 4) represent the core results
of this work.
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Furthermore, the expressions for the down-quark mass-eigenvalues are analogous to (23)-(24),
replacing

{I1, Î3, Î6} �! {I2, Î4, Î8} (27)

which, when implemented, results also in the notation change  u �!  d in the final equations.
The beauty of (23)-(24) is that their RHS can be calculated in any arbitrary flavour basis, whilst
the LHS are always the mass eigenvalues (up to the Higgs vev).

CKM Parameters

Given the Yukawa/mass eigenvalues at all orders, one can then move to the four real CKM
parameters, which can be obtained by solving the system of equations implied by Î5,7,9,10,11. We
will solve (19) for |Vcd|

2, |Vcs|
2, |Vtd|

2, and |Vts|
2, and then use the unitarity constraints of the

CKM matrix to uniquely determine its remaining matrix elements in terms of the invariants
Î5,7,9,10,11. We then have all of the information required to determine the three mixing angles
sij, which upon using the final I�11 invariant will give us the phase �. Critically, we observe that
(19) does not permit multiple solutions for |Vij|

2.
Proceeding along these lines, it is straightforward to derive the following compact expressions

for the mixing angles sij:
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Î9 + y

2
b

⇣
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(30)

which are given in terms of the Yukawa eigenvalues y2
i
and the di↵erence/sum parameters �±

ij

defined by
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ij
⌘ y

2
i
± y

2
j
. (31)

Given the expressions in (23)-(24) for y2
i
, one then has the desired final expressions entirely in

terms of the flavour-invariants Ii. Note that, by definition, these angles lie in the first quadrant,
0  sij 

⇡

2 . Finally, one can use I
�
11, along with (28)-(30), to derive that
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As I�11 is not guaranteed to be � 0, one sees that (32) uniquely pins down the sign of �. These
expressions therefore complete the list of quark flavour parameters in the (geo)SM(EFT); (23)-
(32) and their renormalization group flow (cf. (43)-(47) in Section 4) represent the core results
of this work.
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Furthermore, the expressions for the down-quark mass-eigenvalues are analogous to (23)-(24),
replacing

{I1, Î3, Î6} �! {I2, Î4, Î8} (27)

which, when implemented, results also in the notation change  u �!  d in the final equations.
The beauty of (23)-(24) is that their RHS can be calculated in any arbitrary flavour basis, whilst
the LHS are always the mass eigenvalues (up to the Higgs vev).

CKM Parameters

Given the Yukawa/mass eigenvalues at all orders, one can then move to the four real CKM
parameters, which can be obtained by solving the system of equations implied by Î5,7,9,10,11. We
will solve (19) for |Vcd|

2, |Vcs|
2, |Vtd|

2, and |Vts|
2, and then use the unitarity constraints of the

CKM matrix to uniquely determine its remaining matrix elements in terms of the invariants
Î5,7,9,10,11. We then have all of the information required to determine the three mixing angles
sij, which upon using the final I�11 invariant will give us the phase �. Critically, we observe that
(19) does not permit multiple solutions for |Vij|

2.
Proceeding along these lines, it is straightforward to derive the following compact expressions

for the mixing angles sij:
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Î5 � y

2
b
�+

ct

⌘
� y

2
d
y
2
s
�+

ct

⌘

��
bd
��

bs
��

cu
��

ut

3

5

1/2

, (28)

s23 =

2

4
��

tu

⇣
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(30)

which are given in terms of the Yukawa eigenvalues y2
i
and the di↵erence/sum parameters �±

ij

defined by
�±

ij
⌘ y

2
i
± y

2
j
. (31)

Given the expressions in (23)-(24) for y2
i
, one then has the desired final expressions entirely in

terms of the flavour-invariants Ii. Note that, by definition, these angles lie in the first quadrant,
0  sij 

⇡

2 . Finally, one can use I
�
11, along with (28)-(30), to derive that
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As I�11 is not guaranteed to be � 0, one sees that (32) uniquely pins down the sign of �. These
expressions therefore complete the list of quark flavour parameters in the (geo)SM(EFT); (23)-
(32) and their renormalization group flow (cf. (43)-(47) in Section 4) represent the core results
of this work.
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All-Orders Formulae:  Mixings & CP [2107.03951]

Here one notices the proportionality to the Jarlskog as well!

Similarly, the mixed invariants give predictions for (CKM) mixing angles:

When combined with the CP-odd 11th invariant, one also can derive the Dirac CP-violating 
phase (and its sign!)

Furthermore, the expressions for the down-quark mass-eigenvalues are analogous to (23)-(24),
replacing

{I1, Î3, Î6} �! {I2, Î4, Î8} (27)

which, when implemented, results also in the notation change  u �!  d in the final equations.
The beauty of (23)-(24) is that their RHS can be calculated in any arbitrary flavour basis, whilst
the LHS are always the mass eigenvalues (up to the Higgs vev).

CKM Parameters

Given the Yukawa/mass eigenvalues at all orders, one can then move to the four real CKM
parameters, which can be obtained by solving the system of equations implied by Î5,7,9,10,11. We
will solve (19) for |Vcd|

2, |Vcs|
2, |Vtd|

2, and |Vts|
2, and then use the unitarity constraints of the

CKM matrix to uniquely determine its remaining matrix elements in terms of the invariants
Î5,7,9,10,11. We then have all of the information required to determine the three mixing angles
sij, which upon using the final I�11 invariant will give us the phase �. Critically, we observe that
(19) does not permit multiple solutions for |Vij|

2.
Proceeding along these lines, it is straightforward to derive the following compact expressions

for the mixing angles sij:
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�Î10 + y

2
c

⇣
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(30)

which are given in terms of the Yukawa eigenvalues y2
i
and the di↵erence/sum parameters �±

ij

defined by
�±

ij
⌘ y

2
i
± y

2
j
. (31)

Given the expressions in (23)-(24) for y2
i
, one then has the desired final expressions entirely in

terms of the flavour-invariants Ii. Note that, by definition, these angles lie in the first quadrant,
0  sij 

⇡

2 . Finally, one can use I
�
11, along with (28)-(30), to derive that

s� =
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. (32)

As I�11 is not guaranteed to be � 0, one sees that (32) uniquely pins down the sign of �. These
expressions therefore complete the list of quark flavour parameters in the (geo)SM(EFT); (23)-
(32) and their renormalization group flow (cf. (43)-(47) in Section 4) represent the core results
of this work.
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These formulae…

Powerful tools in the description of (B)SM flavor physics!

complete the list of all-orders Lagrangian parameters in the Dirac 
flavor sector of the geoSMEFT.

are basis independent (as long as the information required is 
present in the basis in question).

are applicable to explicit (B)SM models and EFTs, when global 
U(3)Q flavor rotations control flavor parameters.

are exact, and analytically relate the fundamental Lagrangian 
parameters to the `physical’ masses, mixings, and phase (for the first 
time, to my knowledge).



Outline 
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Applicability
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Applications:  UV-completing flavor

Lagrangian is given as an OPE of non-renormalizable interactions between SM fields and heavy
scalars {✓i,⌃, S},

LUTZ �  p
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c

r
H+O(1/M4)+... (35)

where the labels indicate a specific family sector, f 2 {u, d, e, ⌫}, and whose terms are invariant
under the SM gauge symmetries and GF ' � (27) due to the triplet (anti-triplet) � (27) charge
assignments of the SM multiplets (flavons).9 Upon {✓} developing vevs in specific directions of
flavour-space (and with specific scales {v}), the UTZ Lagrangian in (35) populates Dirac mass
matrices of the form

M
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, (36)

for all Dirac fermions (u, d, ...), where the free parameters {a, b, �, �}f are associated to ultraviolet
dynamics, and where we have removed two unphysical phases according to the discussion in [37].
This object is then the only information required to form the invariants in (18)-(19), and therefore
also the mass and mixing formulae in (23)-(32), which yield the physical flavour parameters. We
focus on the quark sector of the model, and input the best-fit values for the unconstrained
ultraviolet inputs {a, b, �, �}u,d from [36] and compute, finding

mu

mt

= 7.16 · 10�6
,

mc

mt

= 0.0027 ,
md

mb

= 0.00090 ,
ms

mb

= 0.020 , (37)

for the mass eigenvalues (note that the Higgs vev is already encoded in the numerical values for
the ultraviolet parameters) and

s12 = 0.226, s23 = 0.0191, s13 = 0.0042, s� = 0.5609, (38)

for the mixing angles and Dirac phase, in perfect agreement with the numerical values extracted
in [36], up to O(1/M4

f
). Extending the analysis to higher-order operators in (35) is straightfor-

ward and no more complicated.

On models with light leptoquarks

As examples of theories with non-minimal flavour violation in the infrared, we consider models
incorporating leptoquarks, exotic scalars that couple SM SU(2)L doublet quark and lepton fields,
e.g.

L � y
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pr
Q

C

L,p
⇥3 LL,r + z

LL

pr
Q

C

L,p
⇥†

3 QL,r + h.c. , (39)

where we have given illustrative operators for a scalar triplet leptoquark ⇥3 which transforms
as ⇥3 ⇠ (3̄,3, 1/3) under GSM , and where all gauge/internal index contractions are implied.10

9
The Higgs field is a trivial flavour singlet, as are the BSM ⌃ and S fields, with the latter helpful for shaping

the couplings and the former associated to Grand Unified symmetry breaking. See [36] for further details of the

model’s implementation, including its scalar potential.
10
For a somewhat comprehensive review of leptoquark models and basic phenomenology, see [38].
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Lagrangian is given as an OPE of non-renormalizable interactions between SM fields and heavy
scalars {✓i,⌃, S},
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where the labels indicate a specific family sector, f 2 {u, d, e, ⌫}, and whose terms are invariant
under the SM gauge symmetries and GF ' � (27) due to the triplet (anti-triplet) � (27) charge
assignments of the SM multiplets (flavons).9 Upon {✓} developing vevs in specific directions of
flavour-space (and with specific scales {v}), the UTZ Lagrangian in (35) populates Dirac mass
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for all Dirac fermions (u, d, ...), where the free parameters {a, b, �, �}f are associated to ultraviolet
dynamics, and where we have removed two unphysical phases according to the discussion in [37].
This object is then the only information required to form the invariants in (18)-(19), and therefore
also the mass and mixing formulae in (23)-(32), which yield the physical flavour parameters. We
focus on the quark sector of the model, and input the best-fit values for the unconstrained
ultraviolet inputs {a, b, �, �}u,d from [36] and compute, finding
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= 0.00090 ,
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for the mass eigenvalues (note that the Higgs vev is already encoded in the numerical values for
the ultraviolet parameters) and

s12 = 0.226, s23 = 0.0191, s13 = 0.0042, s� = 0.5609, (38)

for the mixing angles and Dirac phase, in perfect agreement with the numerical values extracted
in [36], up to O(1/M4

f
). Extending the analysis to higher-order operators in (35) is straightfor-

ward and no more complicated.

On models with light leptoquarks

As examples of theories with non-minimal flavour violation in the infrared, we consider models
incorporating leptoquarks, exotic scalars that couple SM SU(2)L doublet quark and lepton fields,
e.g.

L � y
LL

pr
Q

C

L,p
⇥3 LL,r + z

LL

pr
Q

C

L,p
⇥†

3 QL,r + h.c. , (39)

where we have given illustrative operators for a scalar triplet leptoquark ⇥3 which transforms
as ⇥3 ⇠ (3̄,3, 1/3) under GSM , and where all gauge/internal index contractions are implied.10

9
The Higgs field is a trivial flavour singlet, as are the BSM ⌃ and S fields, with the latter helpful for shaping

the couplings and the former associated to Grand Unified symmetry breaking. See [36] for further details of the

model’s implementation, including its scalar potential.
10
For a somewhat comprehensive review of leptoquark models and basic phenomenology, see [38].
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[ Effective operators ]

23

✤ In the IR, we can build effective mass matrices with higher dimensional operators:

✤ In the UV, each vertex is part of the full Lagrangian (messengers A integrated out):

✤ Hence by assigning the messengers to trivial singlets, one can form family symmetry 
invariants:
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H Ā A (6)

LUV ⇠  ✓3A + ĀH A + ... (7)
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Fields  q,e,⌫  
c
q,e,⌫ H5 ⌃ S ✓3 ✓23 ✓123 ✓ ✓X

�(27) 3 3 100 100 100 3̄ 3̄ 3̄ 3̄ 3

ZN 0 0 0 2 -1 0 -1 2 0 x

TABLE I: Fields and their family symmetry assignments. The field ✓X only plays a role in the vacuum alignment. Hence the
only requirement of its ZN charge is that it be assigned so that the field does not contribute significantly to the fermionic mass
matrices – we have therefore left it generic.

level, there are no contractions involving the non-trivial singlets of �(27).4 The di↵erence between the down quark
and charged lepton matrices can be derived from an underlying GUT structure. As an example of this consider the
e↵ective Lagrangian of the form

L
eff
a,mass =  i
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where a = u, d, e and

h✓3i = v3(0, 0, 1), h✓23i = v23(0, 1, 1)/
p
2, h✓123i = v123(1, 1,�1)/

p
3 (II.4)

The restricted form of eq(II.3) is determined by a simple ZN shaping symmetry under which the fields with non-zero
ZN are shown in Table I, along with the full symmetry assignments of our model. The field S is ZN charged and
indirectly a↵ects the Majorana terms such that the UTZ is preserved (see Section III). The field ⌃ is associated with
the breaking of the underlying GUT with a vev / B�L+ TR

3 . It implements the Georgi-Jarlskog relation [37] with
re/rd = �3 for  = 0. For the case  = 2, plus domination by the RH messengers, it gives re/rd = 3. Since the sign
is irrelevant both cases are viable. Here we concentrate on the case  = 0 which gives r⌫ = �1 and ru/rd = 1. We
note that, although we do not go into the details of the GUT breaking, we checked it can proceed as normal from an
underlying SO(10) down to the SM gauge group. The reasons for this are that the H5 field that breaks SO(10) to
the Pati-Salam group is neutral under the ZN and that, although ⌃ has a non-trivial ZN charge, it can obtain a VEV
from non-holomorphic terms in the potential that are traces of the (ZN invariant) combination ⌃⌃†, which arise due
to SUSY breaking, similarly to the terms responsible for the alignment of the familon VEVs discussed in more detail
in Appendix A. Finally, the Mi,a are the heavy masses of the mediators that have been integrated out when forming
the e↵ective Lagrangian. There is a subtlety in that at least the top Yukawa coupling should not be suppressed and
to do this one must take ✓3/M3 large, a known issue in this type of model [39]. This is the case if ✓3 is the dominant
contribution to the messenger mass, and we assume here that this applies to the u, d and e sectors. An alternative
that solves this issue is through the use of Higgs mediators as described in [40], although this is beyond the scope of
the present paper as it requires an entirely di↵erent set of superfields.

B. Mass matrix parameters and messenger masses

The parameters of eq(II.1) in the (2,3) block are given by

✏2a =
h✓23i2h⌃i

M3
23,a

.
M2

3,a

h✓3i2
(II.5)

Referring to the ZN charges of the fields as Q, if the Q = 0/Q = �1 mediator mass ratio M3,a
M23,a

is smaller in the

up sector than in the down sector, one will have ✏u < ✏d. Of course equality of the down quark and charged lepton
matrix elements in the (1,2), (2,1), and (3,3) positions requires that the expansion parameters be the same in the two
sectors. This is consistent with an underlying spontaneously broken SU(2)R symmetry because the down quarks and
leptons are both TR,3 = �1/2 states and, in SUSY, both acquire their mass from the same Higgs doublet, Hd.

Here we consider the case that the messengers carry quark and lepton quantum numbers. For the messengers
carrying left-handed quantum number, SU(2)L requires the up and down messenger masses should be equal. Thus

4 This structure is found in orbifold string compactifications [38].
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The Universal Texture Zero Model
Lagrangian is given as an OPE of non-renormalizable interactions between SM fields and heavy
scalars {✓i,⌃, S},
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where the labels indicate a specific family sector, f 2 {u, d, e, ⌫}, and whose terms are invariant
under the SM gauge symmetries and GF ' � (27) due to the triplet (anti-triplet) � (27) charge
assignments of the SM multiplets (flavons).9 Upon {✓} developing vevs in specific directions of
flavour-space (and with specific scales {v}), the UTZ Lagrangian in (35) populates Dirac mass
matrices of the form
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for all Dirac fermions (u, d, ...), where the free parameters {a, b, �, �}f are associated to ultraviolet
dynamics, and where we have removed two unphysical phases according to the discussion in [37].
This object is then the only information required to form the invariants in (18)-(19), and therefore
also the mass and mixing formulae in (23)-(32), which yield the physical flavour parameters. We
focus on the quark sector of the model, and input the best-fit values for the unconstrained
ultraviolet inputs {a, b, �, �}u,d from [36] and compute, finding

mu

mt

= 7.16 · 10�6
,

mc

mt

= 0.0027 ,
md

mb

= 0.00090 ,
ms

mb

= 0.020 , (37)

for the mass eigenvalues (note that the Higgs vev is already encoded in the numerical values for
the ultraviolet parameters) and

s12 = 0.226, s23 = 0.0191, s13 = 0.0042, s� = 0.5609, (38)

for the mixing angles and Dirac phase, in perfect agreement with the numerical values extracted
in [36], up to O(1/M4

f
). Extending the analysis to higher-order operators in (35) is straightfor-

ward and no more complicated.

On models with light leptoquarks

As examples of theories with non-minimal flavour violation in the infrared, we consider models
incorporating leptoquarks, exotic scalars that couple SM SU(2)L doublet quark and lepton fields,
e.g.
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L,p
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3 QL,r + h.c. , (39)

where we have given illustrative operators for a scalar triplet leptoquark ⇥3 which transforms
as ⇥3 ⇠ (3̄,3, 1/3) under GSM , and where all gauge/internal index contractions are implied.10

9
The Higgs field is a trivial flavour singlet, as are the BSM ⌃ and S fields, with the latter helpful for shaping

the couplings and the former associated to Grand Unified symmetry breaking. See [36] for further details of the

model’s implementation, including its scalar potential.
10
For a somewhat comprehensive review of leptoquark models and basic phenomenology, see [38].
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the couplings and the former associated to Grand Unified symmetry breaking. See [36] for further details of the

model’s implementation, including its scalar potential.
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For a somewhat comprehensive review of leptoquark models and basic phenomenology, see [38].
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After flavor- and EW-symmetry breaking, the EFT/model shapes Yukawa/mass matrices of the form

Proof-in-principle fits to global flavor data yield post-dictions for mass (ratios) and CKM mixing angles:
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Applications:  BSM States in the IR

which directly map to (54) with

|au|2 $ |mu3 |2, |bu|2 $ |mu2 |2, |cu|2 $ |mu1 |2 ,

and analogous relations for the mapping of Yd, up to VEV factors and multiplicative constants.
We have therefore reconstructed a successful top-down model, as it exhibits the required
symmetry breaking in (46) and recovers the CKM mixing prediction in (48).

4 Application to Models of Flavourful Leptoquarks

As a particularly relevant extension of the field content of the SM, we now apply our algorithm
to a class of flavoured leptoquark models defined in [31, 32], which we will briefly review for
completeness. Leptoquarks have been become popular in the recent literature due to their
ability to resolve (potential) anomalies in heavy meson decay observables like RK? observed by
LHCb [45,46], as well as other potentially anomalous measurements sensitive to muon physics
(see e.g. [47–50]). Here we allow the SM to be augmented by one of the following bosons,
denoted the ‘scalar triplet,’ ‘vector singlet,’ and ‘vector triplet,’ whose charge assignments
under the SM gauge group are respectively given by (in the form GSM ⌘ SU(3)C ⇥ SU(2)L ⇥
U(1)Y ),

�3 ⇠ (3̄,3, 1/3) , �µ

1 ⇠ (3,1, 2/3) , �µ

3 ⇠ (3,3, 2/3) . (58)

These leptoquarks are easily motivated in the UV by Grand Unified constructions, or in
models with new gauge interactions (see e.g. [51, 52]), and all can successfully account for
R

K(⇤) < 1 [53]. The SM-gauge invariant operators they source are given by
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with {i, j} denoting flavour indices, {a, b} denoting SU(2) indices, and k = 1, 2, 3 for the Pauli
matrices.13 Following [54] and redefining the components of the scalar triplet state according
to,14

�4/3
3 =

�
�1

3 � i�2
3

�
/

p
2, ��2/3

3 =
�
�1

3 + i�2
3

�
/

p
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3 , (60)

contracting the SU(2) indices of (59), and ignoring the diquark operator of �3 (for simplicity,
although RFS can control it— see [31], and it can also be controlled with other symmetries
[55, 56]) , one then finds that the Yukawa/mass sector of the SM is enhanced to

Lmass � 1

2
⌫̄
c

L
m⌫ ⌫L + ĒR ml lL + d̄R md dL + ūR mu uL

13The physics of leptoquarks is thoroughly reviewed in [54].
14We will write the following equations explicitly for the scalar triplet, although analogous expressions are

easily derived for the other two leptoquark states of (58). Superscripts on the LHS denote electric charges.
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models with new gauge interactions (see e.g. [51, 52]), and all can successfully account for
R

K(⇤) < 1 [53]. The SM-gauge invariant operators they source are given by

�3 : L � y
LL

3,ijQ̄
C i,a

L
✏
ab(⌧ k�k

3)
bc
L
j,c

L
+ z

LL

3,ijQ̄
C i,a

L
✏
ab((⌧ k�k

3)
†)bcQj,c

L
+ h.c.

�µ

1 : L � x
LL

1,ijQ̄
i,a

L
�
µ�1,µL

j,a

L
+ x

RR

1,ij d̄
i

R
�
µ�1,µE

j

R
+ x

RR

1,ijū
i

R
�
µ�1,µ⌫

j

R
+ h.c.

�µ

3 : L � x
LL

3,ijQ̄
i,a

L
�
µ
�
⌧
k�k

3,µ

�ab
L
j,b

L
+ h.c. (59)

with {i, j} denoting flavour indices, {a, b} denoting SU(2) indices, and k = 1, 2, 3 for the Pauli
matrices.13 Following [54] and redefining the components of the scalar triplet state according
to,14

�4/3
3 =

�
�1

3 � i�2
3

�
/

p
2, ��2/3

3 =
�
�1

3 + i�2
3

�
/

p
2, �1/3

3 = �3
3 , (60)

contracting the SU(2) indices of (59), and ignoring the diquark operator of �3 (for simplicity,
although RFS can control it— see [31], and it can also be controlled with other symmetries
[55, 56]) , one then finds that the Yukawa/mass sector of the SM is enhanced to

Lmass � 1

2
⌫̄
c

L
m⌫ ⌫L + ĒR ml lL + d̄R md dL + ūR mu uL

13The physics of leptoquarks is thoroughly reviewed in [54].
14We will write the following equations explicitly for the scalar triplet, although analogous expressions are

easily derived for the other two leptoquark states of (58). Superscripts on the LHS denote electric charges.
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L
001

L
0023

E
001
R

E
002
R

E
003
R

�⌫ �l

D15 1� 25 1� 1 1� 25 25

Table 7: Representations of the leptons under D15

basis Yukawa sector for the quarks using Table 6,

LY � au Q̄
001
L
u

001
R

+ bu

h
Q̄

0023
L

�u

i

1
u

002
R

+ cu

h
Q̄

0023
L

�u

i

1�
u

003
R

+ ad Q̄
001
L
d

001
R

+ bd

h
Q̄

0023
L

�d

i

1
d

002
R

+ cd

h
Q̄

0023
L

�d

i

1�
d

003
R
,

(99)

where Higgs fields and scale suppressions are again ommitted. Using the VEV from (97) and
product rules from Appendix A.4, we get the following Yukawa matrices

Y
00†
u

= vu

0

B@
au/vu 0 0

0 bu cos
⇡

15 �cu sin
⇡

15

0 bu sin
⇡

15 cu cos
⇡

15

1

CA , Y
00†
d

= vd

0

B@
ad/vd 0 0

0 bd 0

0 0 cd

1

CA . (100)

Assembling these into their Hermitian combinations, one arrives at

Y
00†
u
Y

00
u
= v

2
u

0

B@
|au|2/v2u 0 0

0 |bu|2 cos2 ⇡

15 + |cu|2 sin2 ⇡

15
1
2 (|bu|

2 � |cu|2) sin 2⇡
15

0 1
2 (|bu|

2 � |cu|2) sin 2⇡
15 |cu|2 cos2 ⇡

15 + |bu|2 sin2 ⇡

15

1

CA ,

Y
00†
d
Y

00
d
= v

2
d

0

B@
|ad|2/v2d 0 0

0 |bd|2 0

0 0 |cd|2

1

CA , (101)

which maps, up to prefactors and VEV, to (98) with

|au|2 $ |mu3 |2, |bu|2 $ |mu1 |2, |cu|2 $ |mu2 |2,

and analogous relations for the mapping of Yd.

The Lepton Sector

Similarly, the matrices in (95)-(98) suggest that the second and third LH generations of SU(2)
doublet leptons transform as a 25 D15 doublet, along with the associated flavons �⌫,l. The
L

001
L

and first and third generations of E
00
R
are to be charged as non-trivial singlets, while E

002
R

transforms trivially. Using this information, assembled in Table 7, one reconstructs the LO

the leptoquark sector below, and therefore the implied shaping symmetry present in (99) will be modified to
allow such additional operators.
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Q
001

Q
0023

u
001
R

u
002
R

u
003
R

d
001
R

d
002
R

d
003
R

�u �d

D15 1� 21 1� 1 1� 1� 1 1� 21 21

Table 6: Representations of the quarks under D15

Finally, one derives that in the absence of mixing ambiguities, the model-basis mass matrices
are given by

m
00

⌫

!
=

0

B@
m⌫3 0 0

0 1
4 (3m⌫1 +m⌫2)

p
3
4 (m⌫2 �m⌫1)

0
p
3
4 (m⌫2 �m⌫1)

1
4 (m⌫1 + 3m⌫2)

1

CA ,

m
00†
l
m

00

l

!
=

0

B@

1
2

�
m

2
l2
+m

2
l3

�
0 1

2 (ml2 �ml3) (ml2 +ml3)

0 m
2
l1

0
1
2 (ml2 �ml3) (ml2 +ml3) 0 1

2

�
m

2
l2
+m

2
l3

�

1

CA ,

m
00†
u
m

00

u

!
=

0

B@
m

2
u3

0 0

0 m
2
u1
cos2 ⇡

15 +m
2
u2
sin2 ⇡

15
1
2 (mu1 �mu2) (mu1 +mu2) sin

2⇡
15

0 1
2 (mu1 �mu2) (mu1 +mu2) sin

2⇡
15 m

2
u2
cos2 ⇡

15 +m
2
u1
sin2 ⇡

15

1

CA ,

m
00†
d
m

00

d

!
=

0

B@
m

2
d3

0 0

0 m
2
d1

0

0 0 m
2
d2

1

CA , (98)

where mAi are the associated mass eigenvalues, and where we have used dagger combinations
for the charged fermions to remove the dependence on RH transformations. However, unlike
the �(96) model of Section 4.1, we see from Table 4 that all of the RFS generators have
degenerate eigenvalues, and hence there are again freedoms in the associated mass and mixing
matrices thanks to (13). We will discuss these when they become relevant below.

The Quark Sector

The results in (95)-(98) strongly indicate that the second and third generations of LH quarks
should transform as a D15 doublet, while the first generation of up quarks transforms as a non-
trivial singlet. Similarly, the first and third generations of RH up and down quarks should
transform as a non-trivial singlet, while the second generation of both families transforms
trivially. Furthermore, (96) indicates that the flavons �d,u associated to these sectors should
transform as a 21 under D15, a fact that helped us derive (97). This information is summarized
in Table 6.

With an appropriate shaping symmetry preventing �d,u from coupling to undesirable sectors
as well as distinguishing u

001
R

from u
003
R

and d
001
R

from d
003
R
,19 one can quickly obtain the model-

19However, we will soon see that o↵-diagonal entries in Y
00†
d will become desirable once we begin to discuss
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EFT for CKM + PMNS + Leptoquarks

The Standard Model (SM) of particle physics provides precise predictions for the
properties and interactions of fundamental particles, which have been confirmed by
numerous experiments since the inception of the model in the 1960’s. However, it is clear
that the model is incomplete. The SM is unable to explain cosmological observations of the
dominance of matter over antimatter, the apparent dark-matter content of the Universe,
or explain the patterns seen in the interaction strengths of the particles. Particle physicists
have therefore been searching for ‘new physics’ — the new particles and interactions that
can explain the SM’s shortcomings.

One method to search for new physics is to compare measurements of the properties
of hadron decays, where hadrons are bound states of quarks, with their SM predictions.
Measurable quantities can be predicted precisely in the decays of a charged beauty hadron,
B

+, into a charged kaon, K+, and two charged leptons, `+`�. The B
+ hadron contains

a beauty antiquark, b, and the K
+ a strange antiquark, s, such that at the quark level

the decay involves a b ! s transition. Quantum field theory allows such a process to be
mediated by virtual particles that can have a physical mass larger than the mass di↵erence
between the initial- and final-state particles. In the SM description of such processes,
these virtual particles include the electroweak-force carriers, the �, W± and Z

0 bosons,
and the top quark (see Fig. 1, left). Such decays are highly suppressed [1] and the fraction
of B+ hadrons that decay into this final state (the branching fraction, B) is of the order
of 10�6 [2].

A distinctive feature of the SM is that the di↵erent leptons, electron (e�), muon (µ�)
and tau (⌧�), have the same interaction strengths. This is known as ‘lepton universality’.
The only exception to this is due to the Higgs field, since the lepton-Higgs interaction
strength gives rise to the di↵ering lepton masses m⌧ > mµ > me. The suppression
of b ! s transitions is understood in terms of the fundamental symmetries on which
the SM is built. Conversely, lepton universality is an accidental symmetry of the SM,
which is not a consequence of any axiom of the theory. Extensions to the SM that aim
to address many of its shortfalls predict new virtual particles that could contribute to
b ! s transitions (see Fig. 1, right) and could have nonuniversal interactions, hence
giving branching fractions of B+

! K
+
`
+
`
� decays with di↵erent leptons that di↵er from

the SM predictions. Whenever a process is specified in this article, the inclusion of the

Figure 1: Fundamental processes contributing to B+
! K+`+`� decays in the SM and possible

new physics models. A B+ meson, consisting of b and u quarks, decays into a K+, containing
s and u quarks, and two charged leptons, `+`�. (Left) The SM contribution involves the
electroweak bosons �, W+ and Z0. (Right) A possible new physics contribution to the decay
with a hypothetical leptoquark (LQ) which, unlike the electroweak bosons, could have di↵erent
interaction strengths with the di↵erent types of leptons.

1

charge-conjugate mode is implied.
Calculation of the SM predictions for the branching fractions of B+

! K
+
µ
+
µ
� and

B
+
! K

+
e
+
e
� decays is complicated by the strong nuclear force that binds together

the quarks into hadrons, as described by quantum chromodynamics (QCD). The large
interaction strengths preclude predictions of QCD e↵ects with the perturbation techniques
used to compute the electroweak force amplitudes and only approximate calculations
are presently possible. However, the strong force does not couple directly to leptons
and hence its e↵ect on the B

+
! K

+
µ
+
µ
� and B

+
! K

+
e
+
e
� decays is identical. The

ratio between the branching fractions of these decays is therefore predicted with O(1%)
precision [3–8]. Due to the small masses of both electrons and muons compared to that of
b quarks, this ratio is predicted to be close to unity, except where the value of the dilepton
invariant mass-squared (q2) significantly restricts the phase space available to form the two
leptons. Similar considerations apply to decays with other B hadrons, B! Hµ

+
µ
� and

B! He
+
e
�, where B = B

+, B0, B0
s
or ⇤0

b
; and H can be e.g. an excited kaon, K⇤0, or a

combination of particles such as a proton and charged kaon, pK�. The ratio of branching
fractions, RH [9, 10], is defined in the dilepton mass-squared range q

2
min < q

2
< q

2
max as

RH ⌘

Z
q
2
max

q
2
min

dB(B! Hµ
+
µ
�)

dq2
dq2

Z
q
2
max

q
2
min

dB(B! He
+
e
�)

dq2
dq2

. (1)

For decays with H = K
+ and H = K

⇤0 such ratios, denoted RK and RK⇤0 , respec-
tively, have previously been measured in similar regions of q

2 [11, 12]. For RK the
measurements are in the region 1.1 < q

2
< 6.0GeV2

/c
4, whereas for RK⇤0 the regions are

0.045 < q
2
< 1.1GeV2

/c
4 and 1.1 < q

2
< 6.0GeV2

/c
4. These ratios have been determined

to be 2.1–2.5 standard deviations below their respective SM expectations [3–7,13–18]. The
analogous ratio has also been measured for ⇤0

b
decays with H = pK

� and is compatible
with unity at the level of one standard deviation [19].

These decays all proceed via the same b! s quark transition and the results have
therefore further increased interest in measurements of angular observables [20–30] and
branching fractions [31–34] of decays mediated by b! sµ

+
µ
� transitions. Such decays

also exhibit some tension with the SM predictions but the extent of residual QCD e↵ects
is still the subject of debate [3, 18, 35–43]. A consistent model-independent interpretation
of all these data is possible via a modification of the b ! s coupling strength [44–50]. Such
a modification can be realised in new physics models with an additional heavy neutral
boson [51–67] or with leptoquarks [68–90]. Other explanations of the data involve a variety
of extensions to the SM, such as supersymmetry, extended Higgs-boson sectors and models
with extra dimensions [91–100]. Tension with the SM is also seen in the combination of
several ratios that test lepton-universality in b! c`

+
⌫` transitions [101–109].

In this article, a measurement of the RK ratio is presented based on proton-proton
collision data collected with the LHCb detector at CERN’s Large Hadron Collider (see
Methods). The data were recorded during the years 2011, 2012 and 2015–2018, in which
the centre-of-mass energy of the collisions was 7, 8 and 13TeV, and correspond to an
integrated luminosity of 9 fb�1. Compared to the previous LHCb RK result [11], the
experimental method is essentially identical but the analysis uses an additional 4 fb�1

of data collected in 2017 and 2018. The results supersede those of the previous LHCb
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couplings ? Developing such a formalism with only two fermion generations is straightforward,
see Section 2. However, for three generations standard diagonalization techniques become in-
tractable for generic Y

u,d,e.
In this paper we employ flavour invariants to derive exact, compact formulae for the computa-

tion of Dirac mass, mixing, and CP violation parameters for fully generic 3⇥3 Yukawa couplings
in not just the SM, but also its generalization to the SM e↵ective field theory (SMEFT) [3, 4],

LSMEFT = LSM +
X

i

C
(d)
i

⇤d�4
Q

(d)
i

. (2)

Here the sum runs over the complete basis of non-renormalizable operators Q(d)
i

composed of SM
fields and invariant under the SM gauge group GSM ⌘ SU(3)C⇥SU(2)L⇥U(1)Y , at a given mass

dimension d > 4, with associated Wilson coe�cients C(d)
i

. Such operators are induced generically
when new physics is integrated out at a scale ⇤ > vT ⌘

p
2hH†Hi, with vT the vacuum

expectation value (vev) of the SM Higgs doublet.1 In particular, we will employ the geometric
realization of the SMEFT, the geoSMEFT [6], in our computation. The geoSMEFT represents
an all-orders reorganization of (2), such that interactions are described on a curved manifold
in scalar field space(s). The degree of curvature depends on the ratio vT/⇤, with the ‘flat’
limit (where vT/⇤ ! 0) corresponding to LSM . The geoSMEFT factorizes into simple operator
forms multiplying field-space connections, with the latter encoding SM theory parameters valid
at all orders in vT/⇤. Our results will therefore complete the geoSMEFT expressions in the
Dirac flavour sector. In addition we show that the formulae can be used to make predictions in
ultraviolet scenarios when (e.g.) spontaneous flavour-symmetry breaking leads to special textures
for SM Yukawa matrices, and even in theories that introduce additional flavour violation into
the low-energy spectrum, as long as the global U(3)QL

transformation properties of Y Y
† are

respected.
Besides their obvious predictive utility, our formulae may also be of use in high(er)-order

global SMEFT fits to existing data, especially to CKM mixing elements (see [7]), or in studying
non-standard flavour e↵ects in the SMEFT (see e.g. [8, 9]). Towards the latter end, we use our
formulae to rapidly derive their renormalization group flow at all mass dimension and loop orders
in the (geo)SM(EFT), including an explicit numerical calculation of quark sector RGE at one-
loop perturbative order in minimally flavour-violating (MFV) [10] theories. Our results therefore
constitute a generic formalism for studying flavour in (B)SM matching cases of the SMEFT, and
also open the door for related studies in the leptonic sector, when non-zero neutrino masses are
properly accounted for.

The paper develops as follows: in Section 2 we review the Yukawa sector of the geoSMEFT,
while in Section 3 we present the unique flavour invariants we employ, and use them to derive
the final formulae. In addition, we discuss the domain of applicability of these expressions with
demonstrated examples. In Section 4 we derive generic, analytic expressions for the renormal-
ization group flow of the flavour parameters. Finally, we conclude in Section 5, providing an
outlook for the extension of this formalism into the lepton sector. Some useful formulae are
presented in Appendix A.

1
For a comprehensive review of the SMEFT formalism, see [5].

2

Regardless of the introduction of new IR flavor violation, Dirac mass and mixing still predictable!

Here the couplings yLL and z
LL are also 3⇥ 3 matrices in flavour space, and are in general not

simultaneously diagonalized along with Y
 . There will therefore be additional (physical) mixing

parameters associated to the leptoquark couplings that (23)-(32) cannot account for. Regardless,
as discussed above, (23)-(32) can still predict the Dirac parameters y2

i
, ✓ij, and �.

To demonstrate this we focus on the toy leptoquark models developed in [39, 40]. Here the
generic representation for the Yukawa matrices in the quark sector can be written as

Y
00
u
= P

† ⇤d V
†
CKM

·

0

B@
yu 0 0

0 yc 0

0 0 yt

1

CA · ⇤†
U
P, Y

00
d
= P

† ⇤d ·

0

B@
yd 0 0

0 ys 0

0 0 yb

1

CA · ⇤†
D
P , (40)

where the double prime (00) notation simply indicates that, as is clear, these matrices are in a
special flavour basis that is neither the traditional weak-eigenstate nor fermion mass-eigenstate
basis. That is, information about the structure of yLL in this model is already encoded in (40)
(zLL was not considered), through the introduction of the rotations ⇤d,U,D (P is associated to
the representation theory of various flavour groups — see [40] for details).

Hence (40) are ideal candidates to test our conclusions from above, and to do so we consider
one of the explicit models in [40], based on a D15 dihedral flavour symmetry. Without presenting
the details of its ultraviolet Lagrangian, we simply note that this model yields predictions for
special Yukawa textures,

Y
00
u
= vu

0

B@
au/vu 0 0

0 bu cos
⇡

15 �cu sin
⇡

15

0 bu sin
⇡

15 cu cos
⇡

15

1

CA , Y
00
d
= vd

0

B@
ad/vd 0 0

0 bd 0

0 0 cd

1

CA , (41)

where vu,d are vevs associated to the breaking of D15, and {a, b, c}u,d are free ultraviolet (D15-
symmetric) Lagrangian parameters that can be directly related to the mass eigenvalues of the
theory: a

2
u
/ y

2
t
, b2

u
/ y

2
u
, c2

u
/ y

2
c
, and analogously for the down sector. Plugging (41) into

(23)-(32), we obtain predictions for the Yukawa eigenvalues and CKM mixing parameters that
are equivalent to those from [40] (at particular numerical scan points) when appropriate mass
hierarchies are realized, as expected.

As further confirmation, we have done a more exhaustive scan of (40) without any information
associated to the special D15 encoded — y

2
i
, ✓ij, and � are drawn randomly, as is the lone

parametric degree of freedom in ⇤d (we have assumed a special texture for the leptoquark
coupling y

LL in the fermion mass-eigenstate basis). We again find exact agreement between the
predictions of (23)-(32) and those values extracted numerically in the scans.

4 Renormalization Group Flow

The formulae presented in Section 3 have a number of foreseeable applications and benefits. As
a particularly powerful example, we now use (23)-(32) to perform an exact computation of the
renormalization group flow (RGE) of Dirac flavour parameters in terms of invariants, thereby
allowing these parameters to be computed at any scale in which the formulae in Section 3 hold.

We begin from the top, and find the  u parameters’ running is given by

 
2
u
 ̇u = �2I21 İ1 + 3(İ1Î3 + I1

˙̂
I3)� 3 ˙̂I6

12

✅
(even in an 

absurd model 
basis!)
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Applications:  Renormalization Group Flow

+
3
⇣
36Î23

˙̂
I3 + 18Î6

˙̂
I6 + 12I21 İ1Î6 + 4I31

˙̂
I6 � 6I1İ1Î23 � 6I21 Î3

˙̂
I3 � 18

⇣
İ1Î3Î6 + I1

˙̂
I3Î6 + I1Î3

˙̂
I6

⌘⌘

2
⇣
 3
u
+ 2I31 � 9I1Î3 + 9Î6

⌘ ,

(42)

and analogously for  d using (27). One notes that (42) is given entirely in terms of the RGE of
the flavour invariants themselves. Here ẋ ⌘ µ dx/dµ. Using (42), one can also derive the RGE
for the Yukawa eigenvalues, finding

3 u
˙(y2
i
) = �3  ̇u y

2
i
+ (�2)1/3

⇣
2I1İ1 � 3 ˙̂I3 + (�2)�1/2

⇣
İ1 u + I1 ̇u

⌘
+ (�2)�2/32 u ̇u

⌘
,

12 u
˙(y2
j,k
) = �12  ̇u y

2
j,k

+ 2(�2)4/3I1İ1 � 3(�2)4/3 ˙̂I3 + 4(İ1 u + I1 ̇u) + 2(�2)2/3 u ̇u

⌥
 ̇u
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✓
24 2

u

⇣
I
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 2
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(43)

as well as the RGE for the mixing angles sij,

ṡ13 =
1

2

2

4� P13

s13 �
�
bd
��

bs
��

cu
��

ut

� s13

X

(ij)2 s1

�̇�
ij

��
ij

3

5 , (44)

ṡ23 =
1

2

"�
��

tuP
a

23 � s
2
23 �

�
ct P

b

23

�

s23 D23
+ s23

 
�̇�
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��
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�
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ct

��
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!#
, (45)

ṡ12 =
1

2

"
P

a

12

s12D12
� s12

 
�̇�

ds

��
ds

+��
ds

P
b

12

D12

!#
, (46)

where, in the equation for ṡ23, the index set s1 is s1 = {(bs), (bd), (cu), (ut)}, and the denominator
functions Dij are given in (28)-(30), defining s

2
ij
⌘ Nij/Dij. The remaining product functions

Pij appearing in (44)-(46) are tedious but algebraically simple expressions, and we give them in
Appendix A for completeness. Finally, one can derive a compact expression for the RGE of the
Dirac phase �,

ṡ� = s�

2

4 İ
�
11

I
�
11

�

X

(ij)2 s2

�̇�
ij

��
ij

� ṡ12
(1� 2 s212)

s12c
2
12

� ṡ23
(1� 2 s223)

s23c
2
23

� ṡ13
(1� 3 s213)

s13c
2
13

3

5 , (47)

which depends on (46). Here the index set s2 is over the mass-di↵erences appearing on the RHS
of (32), s2 = {(tc), (tu), (cu), (bs), (bd), (sd)}.
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Figure 1: TOP LEFT: Running of the (normalized) unmixed invariants relevant for up-quark
Yukawa extraction at one-loop order. TOP RIGHT: The same for the actual up-quark Yukawa
eigenvalues (squared). Note that we have rescaled the up and charm eigenvalues by 109 and
104 respectively, hence the starred (?) notation. BOTTOM LEFT: Running of the (normalized)
unmixed invariants relevant for down-quark Yukawa extraction at one-loop order. BOTTOM
RIGHT: The same for the actual down-quark Yukawa eigenvalues (squared). We have again
rescaled the eigenvalues for the purpose of plotting, multiplying the bottom, strange, and down
eigenvalues by 103, 105 and and 107 respectively.
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Figure 2: LEFT: Running of the (normalized) mixed invariants relevant for extracting the CKM
mixing elements, at one-loop order. Note that Ī7 has been multiplied by 1.05 in order to visually
distinguish it from Ī5. RIGHT: Running of the mixing angles and Dirac CP-violating phase of
the CKM matrix, again at one-loop order

The RGE derived in (42)-(47) are again exact, and valid to all orders in the vT/⇤ geoSMEFT
expansion, and to all orders in the perturbative loop expansion (which is implicitly embedded
in İi). They therefore open the door to any number of novel phenomenological applications that
depend on the radiative structure of flavour parameters in a (geo)SMEFT context. Furthermore,
one sees that, as must be the case given (23)-(32), the running of all flavour parameters is given
entirely by the running of the flavour invariants I. Indeed, it is within the specific forms of İ
that one would find contributions due to operator mixing induced from objects outside of the
Yukawa sector (e.g. from a chromo-dipole term O ⇠  

p
�
µ⌫
t
a
 rG

a

µ⌫
), that might alter (5) upon

RGE.

4.1 Computation of Quark Sector RGE at One-Loop Order

Since the RGE for each invariant was derived explicitly in [23] in the quark sector (assuming
MFV particle spectrum— see Appendix A), it is now also straightforward to compose the system
of coupled di↵erential equations, and obtain exact (numerical) solutions for the running of quark
mass eigenvalues, mixing angles, and CP-violating phase at arbitrary mass-dimension orders in
the (geo)SM(EFT). We have done so using SM couplings, and show the results in Figure 1 for
the unmixed invariants and associated Yukawa eigenvalues. Note that we have set the boundary
conditions at µ = 100 GeV for these RGE using the values reported for the mass and mixing
parameters in the 2020 PDG databook [19], and have neglected the electroweak correction (as
in [23]) and the running of the strong coupling for this illustration. For the invariants we have
normalized all of the functions to their values at µ = 100 GeV, i.e. Īi = Îi/Îi(100) and similarly
for the un-hatted invariants in (18)-(19). Then, in Figure 2 we show the running of the mixed
variants relevant to extracting information about the CKM mixing matrix (left panel), and then
the CKM mixing elements themselves (right panel). Note that while we have used the one-loop
RGE in the above example calculation, two-loop expressions for İi are also provided in [23],
and hence performing the analogous computation of the flavour parameter evolution is no more
di�cult.
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with only a single derivative operator. Note also that we have been careful to indicate when
the derivatives are of the squared ˙(y2

i
) or quartic ˙(y4

i
) = 2y2

i

˙(y2
i
) Yukawa eigenvalues, and it is of

course clear that �̇±
ij
= ˙(y2

i
)± ˙(y2

j
).

A.2 One-Loop RGE for Ii

The RGE equations for Îi were derived, for MFV theories, in [23] at one- and two-loop perturba-
tive order. We have used the one-loop expressions in the sample numerical calculation performed
in Section 4.1, and so we report the results from [23]:
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I1Î7

3
� I2Î6
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!
+ (2a2 + 2b1)

 
I2Î10
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!
,

µ
dI

�
11

dµ
' (6a0 + 6b0 + 2a1I1 + 2b1I2) I

�
11 , (48)

where the a and b parameters are defined as

a0 =
3

8⇡2

✓
I1 + I2 +

I1 � I2

2ng

◆
� 2

↵s

⇡
, a1 =

3

16⇡2
, a2 = �

3

16⇡2
,

18

with only a single derivative operator. Note also that we have been careful to indicate when
the derivatives are of the squared ˙(y2

i
) or quartic ˙(y4

i
) = 2y2

i

˙(y2
i
) Yukawa eigenvalues, and it is of

course clear that �̇±
ij
= ˙(y2

i
)± ˙(y2

j
).

A.2 One-Loop RGE for Ii
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Î10 � Î3Î4 + 2

I2Î7
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b0 =
3

8⇡2
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I2 � I1
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⇡
, b1 =
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16⇡2
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which depend on the strong coupling constant ↵s and the number of generations ng. Note that
the expressions in (48) - (49) neglect subdominant electroweak corrections.
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Speculative Applications & Ongoing WIP
An obvious application of the flavored geoSMEFT would be to higher-dimension fits of CKM parameters 
in SMEFT (see e.g. 1812.08163 & backup slide):
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similar to the SM expression and involving no additional LEFT or SMEFT Wilson

coefficients:

Oinput
i = Oinput

i,SM (W̃j) . (3.13)

3. We extract the numerical value of the tilde parameters W̃j using eq. (3.13) along with

the necessary experimental and theoretical inputs (as described above), keeping full

track of correlations. These values, their correlated uncertainties, and the contribu-

tion from BSM operators, given in eq. (3.12), will be the main result of this work.

4. At this point we can translate any other flavour measurement, Oα, into a model-

independent NP constraint:

Oα = Oα,SM(Wj) + δOdirect
α,NP = Oα,SM(W̃j) + δOindirect

α,NP + δOdirect
α,NP , (3.14)

where δOdirect
α,NP stands for a combination of Wilson coefficients contributing directly

to the observable, and the indirect contribution is5

δOindirect
α,NP = −∂Oα,SM

∂Wi
δWi + O(Λ−4). (3.15)

Eq. (3.14) is the flavour analogue of eq. (3.8) relevant for EW precision observables.

Once the tilde Wolfenstein parameters have been determined, it is convenient to in-

troduce the tilde CKM matrix Ṽ . Given the SM expression V (λ, A, ρ̄, η̄) in eq. (2.6), we

define Ṽ by

Ṽ ≡ V (λ̃, Ã, ρ̃, η̃). (3.16)

The elements of this matrix can be used to calculate the numerical SM predictions for

observables depending on the CKM parameters. The NP effects included in them should

be taken into account through the method described above. The Ṽ matrix defined above

is unitary by construction. This does not entail any loss of generality, because we do not

define the nine elements of Ṽ as the elements extracted from nine different measurements

(such matrix would not be unitary in the SMEFT). Unitarity is a key and necessary

ingredient, since we only have four independent CKM parameters to fix, and thus we only

need to “lose” four measurements (and not nine) to fix them. Any additional observable

becomes in this way a NP probe, as it should be.

A last comment is in order concerning the choice of the hadronic inputs related to these

observables. Lattice QCD provides a self-consistent theoretical framework to compute these

inputs in global CKM analysis, but it still requires phenomenological inputs to determine

the values of the parameters of the Lagrangian: the quark masses and the strong coupling

constant (i.e. the lattice scale in physical units). However, as discussed above for fK ,

the “experimental” value of fπ from π → µν is often used to set the scale in the lattice

5These expressions are valid at the linear order in the NP contributions. In general eq. (3.14) contains

also higher order terms in δWi, or cross terms of order δWi × δOdirect
α,NP that should be included if one wants

to trace NP effects beyond the leading order.
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We can now determine the most appropriate observables for the determination of the

CKM parameters. Concerning observables sensitive (only) to λ, condition #2 suggests to

disfavour D and Ds meson decays compared to K decays. The latter are measured with

a better accuracy and thus exhibit better sensitivity to λ. One technical complication,

however, arises due to the dependence of the leptonic K decays on the decay constant fK+ ,

as its most recent determinations rely on the “experimental” value of fπ from π → µν

to set the reference scale in the lattice QCD calculations [38]. This reintroduces an SM

assumption (i.e., that the pion leptonic decay is completely dominated by SM contributions)

that is not appropriate for a general analysis in the SMEFT setup [11]. To avoid this

complication, we take the ratio Γ(K → µν̄) to Γ(π → µν̄) as our input observable, as

the lattice determinations of fK+/fπ+ are free from this problem (and known with higher

accuracy). Concerning the parameter A, we may consider observables sensitive to Vub, Vcb,

Vtd, or Vts, while the highest sensitivity to ρ̄ and η̄ comes from Vub and Vtd. All in all, the

remaining observables satisfying our criteria and sensitive to these three CKM parameters

are B → τν (for Vub), ∆Md (for Vtd), and ∆Ms (for Vts).

This leaves us with the following set of input observables that we consider optimal:

Γ(K → µνµ)/Γ(π → µνµ), Γ(B → τντ ), ∆Md, ∆Ms. (3.10)

These four observables indeed obey the criteria listed above. In section 4 we will show

that they provide an accurate determination of the four Wolfenstein parameters W̃j in the

generic SMEFT case, with only a moderate loss of accuracy compared the SM case. One

should stress that our choice is not set in stone, and some variations on the input observables

are of course possible, similarly to different input schemes used in EW precision physics.

Furthermore, we emphasise that the “optimal choice” may vary over time. For example, if

the inclusive-vs-exclusive tensions for b→ c or b→ u transitions disappear, or (theoretical

or experimental) progress is achieved in some of the flavour transitions that we dismissed,

our input observables may need to be appropriately reconsidered.

Summarizing, our approach to constraining NP in the SMEFT using flavour observ-

ables adheres to the following algorithm:

1. We identify the dependence of the input observables Oinput
i in eq. (3.10) on the

LEFT Wilson coefficients Lk and, given the LEFT-to-SMEFT map, on the Wilson

coefficients of dimension-six operators in the SMEFT Ck:

Oinput
i = Oinput

i,SM (Wj)
[
(1 + f(Lk)

]
= Oinput

i,SM (Wj)
[
1 + g(Ck)

]
, (3.11)

where we keep the dependence of the f and g functions on the CKM parameters

Wj ≡ {λ, A, ρ̄, η̄} as implicit.

2. We define the parameters W̃j ≡ {λ̃, Ã, ρ̃, η̃} by

W̃j = Wj

(
1 +

δWj

Wj

)
, (3.12)

where δWj/Wj are functions of the LEFT (or SMEFT) Wilson coefficients. They

are defined such that the input observables depend explicitly only on W̃j in a way
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CKMfitter (SM) [14] UTfit (SM) [15] This work (SMEFT)

λ = 0.224747+0.000254
−0.000059 λ = 0.2250± 0.0005 λ̃ = 0.22537± 0.00046

A = 0.8403+0.0056
−0.0201 A = 0.826± 0.012 Ã = 0.828± 0.021

ρ̄ = 0.1577+0.0096
−0.0074 ρ̄ = 0.148± 0.013 ρ̃ = 0.194± 0.024

η̄ = 0.3493+0.0095
−0.0071 η̄ = 0.348± 0.010 η̃ = 0.391± 0.048

Table 3. Results for the Wolfenstein parameters W̃i extracted here compared to the Wolfenstein
parameters extracted from the canonical SM fits.

to the SM fits using a much larger set of observables.9 Nevertheless, in most physical

applications the error bars of our tilde parameters will be anyway a subleading effect

compared to other sources of experimental or theoretical uncertainties (as illustrated in

a few concrete examples in the next section). On the other hand our tilde parameters

can be consistently used for generic NP frameworks described by the SMEFT, unlike the

results of the SM fits. We remark that our input observables allow other solutions than

the one displayed in eq. (4.16); in particular, there is another solution with the opposite

sign of η̃. This discrete ambiguity will lead to “mirror solutions” in global fits, where the

CKM parameters differ significantly from the ones obtained in the SM context, but the

resulting shift of precisely measured flavour observables is canceled by a relatively large

(and fine-tuned) contribution from SMEFT Wilson coefficients. In this article we will not

discuss the mirror solutions any further, and focus on the SM-like solution in eq. (4.16)

where the NP effects are subleading compared to the SM contributions.

With the likelihood function in eq. (4.16) we find the following 1σ intervals for the

elements of the tilde CKM matrix defined in eq. (3.16):

Ṽ =




0.97428(11) 0.22537(46) 0.00189(23)−i 0.00380(45)

−0.22524(46)−i 0.000156(19) 0.97340(12) 0.0421(11)

0.00764(34)−i 0.00370(44) −0.0414(10)−i 0.00083(10) 0.999114(45)



.

(4.21)

We do not give here the (non-trivial) correlations between the various tilde CKM elements,

but they are encoded in the likelihood in eq. (4.16). The NP effects absorbed in these

CKM elements should be taken into account through the method described in section 3.3;

see section 5.2 for an example. The numerical form of the matrix Ṽ is given here for

illustration purposes only: ideally one should always express all CKM input in terms

of Wolfenstein parameters if one wishes to use the approach and results of this paper

appropriately, including correlations.

9The difference of precision between our determination of λ̃ and the SM CKMfitter determination of λ

is partially due to the use of a larger set of constraints in the latter case, but mainly due to current internal

tensions between some of the constraints on λ (within the SM), which generate a smaller error on λ in the

CKMfitter statistical approach. Compared to UTfit, we obtain a more precise λ̃ because we use the new

FLAG average for fK/fπ [38].
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Extracted using 
dim-6 SMEFT in 
[1812.08163]

In addition, I have recently shown that `Weinberg connection’ ~LL saturates in mass dimension:

…as do Yukawa and LNV Majorana mass terms in (geo)𝑣SMEFT, which I am presently building!

VPMNS can be generically parameterized in terms of three real mixing angles ✓ij , a Dirac CP-violating
phase �, and two additional CP-violating Majorana phases ↵1,2. We do so with the standard Particle
Data Group (PDG) [4] representation,

VPMNS =

0

@
c12c13 s12c13 s13 e

�i�

�s12c23 � c12s23s13 e
i�

c12c23 � s12s23s13 e
i�

s23c13

s12s23 � c12c23s13 e
i�

�c12s23 � s12c23s13 e
i�

c23c13

1

A ·

0

@
1 0 0
0 e

i↵1 0
0 0 e

i↵2

1

A (3)

where cos ✓ij ⌘ cij , etc. This is equivalent to the PDG representation for the quark mixing matrix VCKM ,
up to the addition of the two additional Majorana CP-violating phases ↵i.

2.1 On Ultraviolet Completions

In specific ultraviolet (UV) theories, one can match to this operator to find specific forms for the Wilson
coeffcient. The most famous such example is the Type-I seesaw model, where a (heavy) SM-gauge singlet
N is integrate out of the spectrum. In this case c

(5)
ij !

�
!
T
M

�1
N !

�
ij
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Mass Dimension

Field space connection 6 8 10 12 14

hIJ(φ)(Dµφ)I(Dµφ)J 2 2 2 2 2

gAB(φ)WA
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kIJA(φ)(Dµφ)I(Dνφ)JWA
µν 0 3 4 4 4

fABC(φ)WA
µνWB,νρWC,µ

ρ 1 2 2 2 2

Y u
pr(φ)Q̄u+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y d
pr(φ)Q̄d+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y e
pr(φ)L̄e+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

de,prA (φ)L̄σµνeWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

du,prA (φ)Q̄σµνuWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

dd,prA (φ)Q̄σµνdWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

LψR

pr,A(φ)(D
µφ)J (ψ̄p,RγµσAψr,R) N2

f N2
f N2

f N2
f N2

f

LψL

pr,A(φ)(D
µφ)J(ψ̄p,LγµσAψr,L) 2N2

f 4N2
f 4N2

f 4N2
f 4N2

f

Table 1. Counting of operators contributing to two- and three-point functions from Hilbert series.
These results are consistent with Ref. [4].

The minimum is redefined order by order in the power counting expansion

〈H†H〉 =
v2

2






1 +

3C(6)
H v2

4λ
+ v4

9
(

C(6)
H

)2
+ 4C(8)

H λ

8λ2
+ · · ·






≡

v̄2T
2
. (3.2)

This generalization of the expectation value simplifies at leading order in 1/Λ2 to the vev

of the SM. Including the leading 1/Λ2 correction, the result is that of Ref. [26], the 1/Λ4

correction is as given in Ref. [18], etc. At higher orders in the polynomial expansion of H†H

that results from taking the derivative of the potential, numerical methods must be used to

find a minimum due to the Abel–Ruffini theorem. Note that this also means that expanding

out the vev dependence in a formal all-orders result to a fixed order necessarily requires

numerical methods.

The expectation values of the field space connections is also denoted by 〈〉 and a critical

role is played by
√
h
IJ

= 〈hIJ 〉1/2, and √gAB = 〈gAB〉1/2. The
√
h and

√
g depend on v̄T .

3.1 Scalar bilinear metric: hIJ(φ)

The relevant terms in L(6,8) for the scalar metric are [18]

L(6,8) ⊇ C(6)
H!(H

†H)!(H†H) + C(6)
HD(H

†DµH)$(H†DµH) (3.3)

+ C(8)
HD(H

†H)2(DµH)†(DµH) + C(8)
H,D2(H

†H)(H†σaH)
[

(DµH)† σa (DµH)
]

.
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VPMNS can be generically parameterized in terms of three real mixing angles ✓ij , a Dirac CP-violating
phase �, and two additional CP-violating Majorana phases ↵1,2. We do so with the standard Particle
Data Group (PDG) [4] representation,

VPMNS =

0

@
c12c13 s12c13 s13 e

�i�

�s12c23 � c12s23s13 e
i�

c12c23 � s12s23s13 e
i�

s23c13

s12s23 � c12c23s13 e
i�

�c12s23 � s12c23s13 e
i�

c23c13

1

A ·

0

@
1 0 0
0 e

i↵1 0
0 0 e

i↵2

1

A (3)

where cos ✓ij ⌘ cij , etc. This is equivalent to the PDG representation for the quark mixing matrix VCKM ,
up to the addition of the two additional Majorana CP-violating phases ↵i.

2.1 On Ultraviolet Completions

In specific ultraviolet (UV) theories, one can match to this operator to find specific forms for the Wilson
coeffcient. The most famous such example is the Type-I seesaw model, where a (heavy) SM-gauge singlet
N is integrate out of the spectrum. In this case c

(5)
ij !

�
!
T
M

�1
N !

�
ij

where ! is a Yukawa coupling
in the UV theory between N , H, and `. The heavy mass scale MN of the sterile neutrino, along with
the potentially small Yukawa couplings, can naturally give light active neutrinos in accord with global
neutrino data. But in this paper we want to remain model-independent and describe neutrino masses and
mixings at the level of (1)-(2).

L � ⌘(�)↵� `
↵
`
� + h.c. (4)

L � Y
⌫
pr(�)LN + h.c. (5)

L � Mpr(�)N N + h.c. (6)

3 Majorana Neutrino Masses in the Geometric SMEFT

4 Mass and Mixing to All-Orders in the EFT

(rephasing and weak-basis) invariant theory: [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].
Most recent leptonic flavor invariants paper: [19, 20] Recent Grojean paper on CP-violation and

invariants in the SMEFT: [21]
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neutrino data. But in this paper we want to remain model-independent and describe neutrino masses and
mixings at the level of (1)-(2).

L � ⌘(�)↵� `
↵
`
� + h.c. (4)

L � Y
⌫
pr(�)LN + h.c. (5)

L � Mpr(�)N N + h.c. (6)

2 · 2Nf (7)

3 Majorana Neutrino Masses in the Geometric SMEFT

4 Mass and Mixing to All-Orders in the EFT

(rephasing and weak-basis) invariant theory: [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].
Most recent leptonic flavor invariants paper: [19, 20] Recent Grojean paper on CP-violation and

invariants in the SMEFT: [21]
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With knowledge of Hilbert Series/invariants, all-orders flavor can be derived for neutrino mass+mixing!
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Summary and outlook

One can construct basis-independent flavor formalisms using invariant theory.

THANK YOU! 

These formalisms depend exclusively on flavor symmetry and free parameters.

As a result, they hold at all-orders in effective field theories, e.g. the (geo)SMEFT.

We have presented analytic formulae for the Dirac masses and CKM mixings present 
in the (geo)SM(EFT).  They are useful in any number of (B)SM contexts.

Phenomenological applications are obvious, including fits to mass and mixing.

The extension of the formalism to neutrino physics is ongoing, and rich in application.
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Numerical Checks

3.2 Numerical Checks

In order to probe the reliability and accuracy of (23)-(32) we performed a series of numerical
tests. Specifically we have built an automated script that6

1. assembles Y 

rp
by randomly drawing up a list of n� 1, 3⇥3 arrays of complex numbers and

assigning these arrays to Y
 

rp
and C̃

(2n)
 H

, thereby forming the e↵ective Yukawa coupling in

(8). The Hermitian combination
⇥
YY

†⇤
rp

is then constructed.

2. computes the invariants using (18)-(19), the Yukawa eigenvalues from (23)-(24), the mixing
angles from (28)-(30), and finally the Dirac phase from (32).

3. simultaneously computes the eigenvalues of the Hermitian coupling obtained in (1) nu-
merically.

4. simultaneously computes the diagonalizing matrices U(u,d) numerically and extracts the
four physical parameters of the CKM matrix. This is achieved by

(a) computing the eigenvectors of
⇥
Y

(u,d)
Y

(u,d),†⇤. These are normalized to unit vectors

vi and then the numerical matrices are defined by U(u,d) ⌘

⇣
v(u,d),T1 , v(u,d),T2 , v(u,d),T3

⌘
.

(b) computing the CKM matrix as VCKM = U
†
u
· Ud.

(c) uniquely extracting the s13 mixing angle from V13, s13 = |V13|.

(d) uniquely extracting the s23 mixing angle from V23, s23 = |V23|/
p
1� s

2
13.

(e) uniquely extracting the s12 mixing angle from V12, s12 = |V12|/
p
1� s

2
13.

(f) uniquely extracting the s� phase in a phase-convention-independent manner from the
Jarlskog invariant J .

5. subtracts the values obtained in (4) from those in (2). Their di↵erences are added to a
list, and the process is repeated, at various n.

The result is that, in no draw and with no parameter, and at arbitrary mass-dimension n and
new physics scales ⇤,7 are the di↵erences between the values computed with (23)-(32) in step
(2) and those computed with the numerical procedure between steps (3)-(4) greater than the
numerical tolerance we allow for (1010 in this case). As is clear, these checks therefore validate
the expressions in (23)-(32) in a highly non-trivial manner.

6
Note that we do this computation in the arbitrary flavour / weak-eigenstate basis where all matrix elements

are a priori non-zero and complex. To obtain our numerical results we use Mathematica’s built-in Eigenvalues
and Eigenvectors functional calls, and at no point in this numerical procedure was any information about the

flavour invariants Ii given to the extraction code.
7
We have run scans up to n = 10 and allowed for new physics between 2-10 TeV.
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[2107.03951]

Note that numerical checks in environments with                                                       also confirm LACK 
of ability to predict CKM angles with our formulae in this instance, as expected!

3.3 Applicability to other BSM Scenarios

Given (23)-(32), it is interesting to note when they do (and do not) apply. Indeed, the formalism
is in general complete when (18)-(20) are su�cient to extract all of the flavour parameters of
the low-energy theory. As described above, these are determined by analyzing the global flavour
group ring CGF , based on the transformation properties of Y  in (17). Hence (23)-(32) hold in any
theory where (17) represents the generic transformation properties of the Dirac Yukawa/mass
matrices under GF , such that Y  

Y
 †

! U
†
Y
 
Y
 †

U under global flavour transformations U 2

U(3)QL
, including theories where Y  or M originate from ultraviolet dynamics [22]. Of course,

if Y  
Y
 † respects these transformation properties, but there are additional sources of flavour

violation in the infrared spectrum, (18)-(20) will be incomplete as there are just enough invariants
to uniquely determine the 10 (13) flavour parameters of the quark (quark + charged lepton)
Yukawa sector. More invariants would be required to extract the values of parameters associated
to the additional flavour violation.

For academic purposes we also consider the case when global flavour rotations are not family-
universal, i.e. when

{Yu,Yd} ! {Y0
u
, Y0

d
} = {U

u †
�

Yu U
u

�
, U

d †
�

Yd U
d

�
} with U

d

�
6= U

u

�
. (33)

Such a situation may be conceivable in the broken electroweak phase, e.g. Here we observe that
(18) (which we denote Îmass), and therefore (23)-(24), still hold as basis-independent expressions,
since Îmass ! Î

0
mass = Îmass due to the cyclic property of the Trace. However, (19)-(20) do not

exhibit this invariance generically. This is clear, for example, in Î5:

Î
0
5 = tr (Y0

u
Y0
d
) = tr

�
U

u †
�

Yu U
u

�
U

d †
�

Yd U
d

�

�
6= Î5 . (34)

This implies that predictions for CKM mixing parameters in such theories will not hold. We
have checked that these statements are true by generating random unitary transformations
U
 

�
numerically and constructing (33), where y

2
i
, ✓ij and � are also generated randomly. We

compare the values computed with (23)-(32) to those extracted numerically, and indeed confirm
that while the Yukawa/mass eigenvalues are in perfect agreement with the randomly drawn
inputs, the mixing parameters are not. On the other hand, we now give two examples from the
literature where our formulae apply exactly.8

An e↵ective theory of flavour in the ultraviolet

Our formalism can be used to analytically or numerically compute the mass, mixing, and CP-
violating parameters predicted from typical high-energy EFTs of flavour (e.g. Froggatt-Nielsen
models [35]), where some ultraviolet dynamics at a scale ⇤F breaks a flavour symmetry GF ,
yielding specifically textured infrared Yukawa couplings. As an example we consider the quark
sector of the non-Abelian ‘universal texture zero’ (UTZ) model of [36]. Here the high-energy

8
Note that we do not present these models in the context of a matching calculation to the (geo)SMEFT, but

rather as example UV constructions with BSM field and symmetry content remaining in the spectrum — our

goal is to show that our model-independent formulae from above can be used to study the Dirac flavour sector

of specific models in the literature, and as a result we only give relevant details to that end below.

10

To test the validity of our formulae, we wrote a script to compare values of Dirac parameters 
predicted from our formulae vs. those extracted with numerical techniques.  It did so by…

Conclusion:  complete agreement up to numerical tolerance of 1010 !! ✅

Computations done in arbitrary flavor/weak bases (i.e. with full but arbitrary 3D structure in matrices)

mass dimension up to n = 10 new physics between 2-10 TeV
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Building Up the gAB(ɸ) Metric
[2203.06771]
[2001.01453]

Consider the higher-order operators that can connect two gauge field strengths:

Expanding in terms of real scalar fields, and combining into a single gauge field (A,B = 1,2,3,4), 
one can write

vertices to all orders in vT/⇤6. For example, the operators that feed into the kinetic term
for electroweak gauge bosons are limited to

Q(6+2n)
HB = (H†H)n+1Bµ⌫ Bµ⌫ , (21)

Q(6+2n)
HW = (H†H)n+1W µ⌫

a W a
µ⌫ , (22)

Q(6+2n)
HWB = (H†H)n(H†�aH)W µ⌫

a Bµ⌫ , (23)

Q(8+2n)
HW,2 = (H†H)n(H†�aH)(H†�bH)W µ⌫

a Wb,µ⌫ , (24)

Re-expressing the operators in terms of the four real degrees of freedom �I in the Higgs and
combining them with the SM terms, we can lump all of the SMEFT e↵ects into a ‘metric’
gAB(�)WA

µ⌫W
B,µ⌫ . Explicitly

gAB(�I) =

"
1� 4

1X

n=0

⇣
C(6+2n)

HW (1� �A4) + C(6+2n)
HB �A4

⌘✓
�2

2

◆n+1
#
�AB

+
1X

n=0

C(8+2n)
HW,2

✓
�2

2

◆n �
�I�

I
A,J�

J
� �
�L�

L
B,K�

K
�
(1� �A4)(1� �B4)

+

"
1X

n=0

C(6+2n)
HWB

✓
�2

2

◆n
#
(�I�

I
A,J�

J) (1� �A4)�B4, (25)

where �A are the SU(2) generators as 4 by 4 matrices (see for definition).
Carrying out this process for all other possible 2- and 3- point vertices using SM fields,

we arrive at a set of metrics:

hIJ(�)(Dµ�)
I(Dµ�)

J , gAB(�)W
A
µ⌫W

B,µ⌫ , kA
IJ(�)(Dµ�)

I(D⌫�)
J W µ⌫

A , fABC(�)W
A
µ⌫W

B,⌫⇢WC,⇢µ,

Y (�) ̄1 2, LI,A(�) ̄1�
µ⌧A 2(Dµ�)

I , dA(�) ̄1�
µ⌫ 2W

A
µ⌫ ,

(plus analogous forms for gluons and with dual field strengths). Each possesses an expansion
similar to those found in [9] in terms of a small number of easily identifiable operators at
each mass dimension.

Working with the metric forms, canonically normalizing the gauge bosons and changing
to the mass eigenstate basis, we can identify the couplings of matter to W/Z in the presence
of higher dimensional operators.

hZ| ̄p ri =
ḡZ
2
 ̄p /✏

Z

h
(2s2✓ZQ � �3)�pr + �3v̄T hL

 ,pr
3,3 i+ v̄T hL

 ,pr
3,4 i

i
 r, (26)

hW±| ̄p ri = �
ḡ2
p
2
 ̄p(/✏

W±)T
±

h
�pr � v̄T hL

 ,pr
1,1 i± iv̄T hL

 ,pr
1,2 i

i
 r. (27)

6
Here vT is the minimum of the full Higgs potential including higher order terms, and is distinct from

the SM Lagrangian parameter v0. It is possible to express the former in terms of the latter, though this

is only necessary in processes where multiple Higgses are produced, as the parameter that enters the W/Z

masses – and is therefore linked to GF – is vT .
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J
H
E
P
1
1
(
2
0
2
1
)
0
0
9

of these expressions with demonstrated examples. In section 4 we derive generic, analytic
expressions for the renormalization group flow of the flavour parameters. Finally, we con-
clude in section 5, providing an outlook for the extension of this formalism into the lepton
sector. Some useful formulae are presented in appendix A.

2 The Yukawa sector of the (geo)SM(EFT)

The geoSMEFT [6] represents a re-organization of the SMEFT operator product expansion
(OPE) in (1.2), such that

LSMEFT =
∑

i

Gi (I,A,φ, . . .) fi . (2.1)

Here Gi are field-space connections that depend on the group indices I,A of all inter-
nal symmetry groups, and real scalar field coordinates φI of the SU(2)L Higgs doublet,
normalized as follows:2

H (φI) =
1√
2

[
φ2 + iφ1
φ4 − iφ3

]

=⇒ H̃ (φI) =
1√
2

[
φ4 + iφ3

−φ2 + iφ1

]

. (2.2)

On the other hand, fi are operator forms composed of the Lorentz-index-carrying building
blocks of LSMEFT, and which are (largely)3 independent of φ. That is, upon the Higgs
obtaining its vev, the tower of interactions composing Gi reduces to a number and emissions
of h (the propagating Higgs field), while fi remains a distinct operator of SM fields and
derivatives. Critically, by using Hilbert series techniques one can show that, at least for
two- and three-point functions, the number of fi saturates to a constant value at arbitrary
mass-dimension. This then allows the field-space connections Gi, and thereby important
theory parameters (e.g. gauge boson masses, gauge couplings, weak mixing angles, the
Higgs mass, etc.), to be defined at all orders in the SMEFT’s characteristic vT /Λ expansion.
For a complete description of the geoSMEFT see [6], which builds on prior work [11–14].
See [15–18] for recent geoSMEFT applications.

In what follows we are only concerned with the Yukawa sector of the effective theory,
i.e. with non-renormalizable SMEFT operators of the form

Q6+2n
ψH
pr

=
(
H†H

)n+1 (
ψ̄L,pψR,rH

)
with n ≥ 0 , (2.3)

with ψL ∈ {Q,L}L and ψR ∈ {u, d, e}R, and where H → H̃ in the second bracket when
ψR = uR. Hence the classification of two- and three-point functions in terms of their field
space connections and composite operator forms, as already present in [6], is sufficient for
our purposes. From there we recall the two-point Yukawa function Y (φ)ψ1ψ2, whose field
space connection Y (φ) is given by

Y ψ1
pr (φI) =

δLSMEFT

δ(ψI
2,pψ1,r)

∣∣∣∣
L(α,β,...)→0

, (2.4)

2φ4 is expanded around the vev via φ4 → φ4 + vT .
3Except powers of DµH, which get grouped with fi. This residual scalar coordinate-dependence in the

composite operator forms manifests in powers of ∂µh, upon the Higgs acquiring its vev.

– 3 –

Also,
√
h
IJ√

hJK ≡ δIK and
√
gAB√gBC ≡ δ

A
C . The rotation angles cθ, sθ are functions of αA

and 〈gAB〉 and are defined geometrically in Section 4.3.

The SMEFT weak/mass eigenstate dynamical fields5 and related couplings are then given

by [10] (see also Refs. [26–29])

αA = UA
C β

C , WA,µ = UA
CAC,µ, φJ = VJ

K ΦK , (2.4)

where in the SM limit

αA = {g2 g2, g2, g1}, WA = {W1,W2,W3, B},

βC =

{

g2 (1− i)√
2

,
g2 (1 + i)√

2
,
√

g21 + g22(c
2
θ̄ − s2θ̄),

2 g1 g2
√

g21 + g22

}

, AC =
(

W+,W−,Z,A
)

.

and φJ = {φ1,φ2,φ3,φ4},ΦK = {Φ−,Φ+,χ, h} for the scalar fields. All-orders results in the

v̄T /Λ expansion can be derived as the relationship between the mass and weak eigenstate

fields is always given by Eqn. (2.4). Remarkably, the remaining field space connections for

two- and three-point functions can also be defined at all-orders in the v̄T /Λ expansion.

2.2 Classifying field space connections for two- and three-point functions

We first classify the operators contributing to two- and three-point functions. The arguments

used here build on those in Refs. [2, 18]. Consider a generic three-point function, including

the effects of a tower of higher-dimensional operators. We denote a SM field, defined in the

weak eigenstate basis, as F = {H,ψ,Wµν} for the discussion to follow. Recall the SM EOM

for the Higgs field,

D2Hk − λv2Hk + 2λ(H†H)Hk + qj Y †
u u(iσ2)jk + dYd qk + e Ye lk = 0 , (2.5)

indicating that dependence on D2Hk can be removed in a set of operator forms contributing

to three-point functions, in favour of just Hk, and higher-point functions. Further, using the

Bianchi identity

DµWαβ +DαWβµ +DβWµα = 0, (2.6)

one can also reduce D2Wαβ to EOM-reducible terms and higher-point interactions via

D2WA
αβ = DµDνg

µνWA
αβ ,

= −Dµg
µν
(

DαWA
βν +DβWA

να

)

,

= −
1

2
D{ν,α}WA

βν −
1

2
D{ν,β}WA

να −
1

2
WA
ναWA

βν −
1

2
WA
νβW

A
να,

⇒ EOM and higher-points (2.7)

Here D{ν,α} is the symmetric combination of covariant derivatives. An explicit appearance of

D[µ,ν]F is reduced to WA
µνF , where A is dictated by the SM charge of F .

5The vev v̄T is subtracted from φ4 in the equation below involving φJ .

– 5 –

Similarly, D2ψ can be reduced as

D2ψ = DµDνg
µνψ = DµDν(γ

µγν + iσµν)ψ ⇒ EOM and higher-points, (2.8)

where σµν = i
2(γµγν − γνγµ). In what follows, when D2F appears, it is replaced in terms of

EOM terms and higher-point functions for these reasons. Explicitly reducing operator forms

by the EOM, when possible, in favour of other composite operators, has a key role in these

arguments.

Now consider higher-derivative contributions to three-point functions. Explicit appear-

ances of D2F are removed due to the proceeding argument. Further, a general combination

of derivatives, acting on three general SM fields F1,2,3,

f(H)(DµF1)(DνF2)D{µν}F3, (2.9)

is removable in terms of EOM terms and higher-point functions, using integration by parts:

f(H)(DµF1)(DνF2)D{µν}F3 (2.10)

=− f(H)
[

(D2F1)(DνF2) + (DµF1)(DµDνF2) + (DµDνF1)(DµF2) + (DνF1)(D
2F2)

]

(DνF3)

− (Dµf(H)) [(DµF1)(DνF2) + (DνF1)(DµF2)] (DνF3)

⇒− f(H) [(DµF1)(DµDνF2) + (DµDνF1)(DµF2)] (DνF3) + EOM and higher-points

⇒− f(H)(D[µ,ν]F1)(DµF2)(DνF3) + f(H)(DµF1)(DµF2)(D
2F3) + EOM and higher-points

⇒ EOM and higher-points.

As a result, in general, an operator with four or more derivatives acting on three (possibly

different) fields Fi can be reduced out of three-point amplitudes.

When considering field space connections that can reduce to three-point functions when

a vacuum expectation value is taken, we also use

f(φ)F1 (DµF2) (DµF3)⇒ (Dµf(φ)) (DµF1)F2 F3 +
1

2
(D2f(φ))F1 F2 F3 + EOM , (2.11)

to conventionally move derivative terms onto scalar fields. After reducing the possible field

space connections using these arguments systematically, and integrating by parts, a minimal

generalization of field space connections for CP even electroweak bosonic two- and three-point

amplitudes is composed of

hIJ (φ)(Dµφ)
I(Dµφ)

J , gAB(φ)WA
µνWB,µν , kAIJ(φ)(Dµφ)

I(Dνφ)
J Wµν

A ,

fABC(φ)WA
µνWB,νρWC,µ

ρ ,

and the scalar potential V (φ).

The minimal set of field space connections involving fermionic field in two- and three-point

functions is

Y (φ)ψ̄1ψ2, LI,A(φ)ψ̄1γ
µσAψ2(Dµφ)

I , dA(φ)ψ̄1σ
µνψ2WA

µν ,

– 6 –

This field-space connection is therefore valid at all-orders in v/Λ!  In the Higgsed phase the 
connection reduces to a number + emissions of h.

vertices to all orders in vT/⇤6. For example, the operators that feed into the kinetic term
for electroweak gauge bosons are limited to

Q(6+2n)
HB = (H†H)n+1Bµ⌫ Bµ⌫ , (21)

Q(6+2n)
HW = (H†H)n+1W µ⌫

a W a
µ⌫ , (22)

Q(6+2n)
HWB = (H†H)n(H†�aH)W µ⌫

a Bµ⌫ , (23)

Q(8+2n)
HW,2 = (H†H)n(H†�aH)(H†�bH)W µ⌫

a Wb,µ⌫ , (24)

Re-expressing the operators in terms of the four real degrees of freedom �I in the Higgs and
combining them with the SM terms, we can lump all of the SMEFT e↵ects into a ‘metric’
gAB(�)WA

µ⌫W
B,µ⌫ . Explicitly

gAB(�I) =

"
1� 4

1X

n=0

⇣
C(6+2n)

HW (1� �A4) + C(6+2n)
HB �A4

⌘✓
�2

2

◆n+1
#
�AB

+
1X

n=0

C(8+2n)
HW,2

✓
�2

2

◆n �
�I�

I
A,J�

J
� �
�L�

L
B,K�

K
�
(1� �A4)(1� �B4)

+

"
1X

n=0

C(6+2n)
HWB

✓
�2

2

◆n
#
(�I�

I
A,J�

J) (1� �A4)�B4, (25)

where �A are the SU(2) generators as 4 by 4 matrices (see for definition).
Carrying out this process for all other possible 2- and 3- point vertices using SM fields,

we arrive at a set of metrics:

hIJ(�)(Dµ�)
I(Dµ�)

J , gAB(�)W
A
µ⌫W

B,µ⌫ , kA
IJ(�)(Dµ�)

I(D⌫�)
J W µ⌫

A , fABC(�)W
A
µ⌫W

B,⌫⇢WC,⇢µ,

Y (�) ̄1 2, LI,A(�) ̄1�
µ⌧A 2(Dµ�)

I , dA(�) ̄1�
µ⌫ 2W

A
µ⌫ ,

(plus analogous forms for gluons and with dual field strengths). Each possesses an expansion
similar to those found in [9] in terms of a small number of easily identifiable operators at
each mass dimension.

Working with the metric forms, canonically normalizing the gauge bosons and changing
to the mass eigenstate basis, we can identify the couplings of matter to W/Z in the presence
of higher dimensional operators.

hZ| ̄p ri =
ḡZ
2
 ̄p /✏

Z

h
(2s2✓ZQ � �3)�pr + �3v̄T hL

 ,pr
3,3 i+ v̄T hL

 ,pr
3,4 i

i
 r, (26)

hW±| ̄p ri = �
ḡ2
p
2
 ̄p(/✏

W±)T
±

h
�pr � v̄T hL

 ,pr
1,1 i± iv̄T hL

 ,pr
1,2 i

i
 r. (27)

6
Here vT is the minimum of the full Higgs potential including higher order terms, and is distinct from

the SM Lagrangian parameter v0. It is possible to express the former in terms of the latter, though this

is only necessary in processes where multiple Higgses are produced, as the parameter that enters the W/Z

masses – and is therefore linked to GF – is vT .
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vertices to all orders in vT/⇤6. For example, the operators that feed into the kinetic term
for electroweak gauge bosons are limited to

Q(6+2n)
HB = (H†H)n+1Bµ⌫ Bµ⌫ , (21)

Q(6+2n)
HW = (H†H)n+1W µ⌫

a W a
µ⌫ , (22)

Q(6+2n)
HWB = (H†H)n(H†�aH)W µ⌫

a Bµ⌫ , (23)

Q(8+2n)
HW,2 = (H†H)n(H†�aH)(H†�bH)W µ⌫

a Wb,µ⌫ , (24)

Re-expressing the operators in terms of the four real degrees of freedom �I in the Higgs and
combining them with the SM terms, we can lump all of the SMEFT e↵ects into a ‘metric’
gAB(�)WA

µ⌫W
B,µ⌫ . Explicitly

gAB(�I) =

"
1� 4

1X

n=0

⇣
C(6+2n)

HW (1� �A4) + C(6+2n)
HB �A4

⌘✓
�2

2

◆n+1
#
�AB

+
1X

n=0

C(8+2n)
HW,2

✓
�2

2

◆n �
�I�

I
A,J�

J
� �
�L�

L
B,K�

K
�
(1� �A4)(1� �B4)

+

"
1X

n=0

C(6+2n)
HWB

✓
�2

2

◆n
#
(�I�

I
A,J�

J) (1� �A4)�B4, (25)

where �A are the SU(2) generators as 4 by 4 matrices (see for definition).
Carrying out this process for all other possible 2- and 3- point vertices using SM fields,

we arrive at a set of metrics:

hIJ(�)(Dµ�)
I(Dµ�)

J , gAB(�)W
A
µ⌫W

B,µ⌫ , kA
IJ(�)(Dµ�)

I(D⌫�)
J W µ⌫

A , fABC(�)W
A
µ⌫W

B,⌫⇢WC,⇢µ,

Y (�) ̄1 2, LI,A(�) ̄1�
µ⌧A 2(Dµ�)

I , dA(�) ̄1�
µ⌫ 2W

A
µ⌫ ,

(plus analogous forms for gluons and with dual field strengths). Each possesses an expansion
similar to those found in [9] in terms of a small number of easily identifiable operators at
each mass dimension.

Working with the metric forms, canonically normalizing the gauge bosons and changing
to the mass eigenstate basis, we can identify the couplings of matter to W/Z in the presence
of higher dimensional operators.

hZ| ̄p ri =
ḡZ
2
 ̄p /✏

Z

h
(2s2✓ZQ � �3)�pr + �3v̄T hL

 ,pr
3,3 i+ v̄T hL

 ,pr
3,4 i

i
 r, (26)

hW±| ̄p ri = �
ḡ2
p
2
 ̄p(/✏

W±)T
±

h
�pr � v̄T hL

 ,pr
1,1 i± iv̄T hL

 ,pr
1,2 i

i
 r. (27)

6
Here vT is the minimum of the full Higgs potential including higher order terms, and is distinct from

the SM Lagrangian parameter v0. It is possible to express the former in terms of the latter, though this

is only necessary in processes where multiple Higgses are produced, as the parameter that enters the W/Z

masses – and is therefore linked to GF – is vT .
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Dim 6+

Dim 8+

Mass Dimension

Field space connection 6 8 10 12 14

hIJ(φ)(Dµφ)I(Dµφ)J 2 2 2 2 2

gAB(φ)WA
µνWB,µν 3 4 4 4 4

kIJA(φ)(Dµφ)I(Dνφ)JWA
µν 0 3 4 4 4

fABC(φ)WA
µνWB,νρWC,µ

ρ 1 2 2 2 2

Y u
pr(φ)Q̄u+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y d
pr(φ)Q̄d+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

Y e
pr(φ)L̄e+ h.c. 2N2

f 2N2
f 2N2

f 2N2
f 2N2

f

de,prA (φ)L̄σµνeWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

du,prA (φ)Q̄σµνuWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

dd,prA (φ)Q̄σµνdWµν
A + h.c. 4N2

f 6N2
f 6N2

f 6N2
f 6N2

f

LψR

pr,A(φ)(D
µφ)J (ψ̄p,RγµσAψr,R) N2

f N2
f N2

f N2
f N2

f

LψL

pr,A(φ)(D
µφ)J(ψ̄p,LγµσAψr,L) 2N2

f 4N2
f 4N2

f 4N2
f 4N2

f

Table 1. Counting of operators contributing to two- and three-point functions from Hilbert series.
These results are consistent with Ref. [4].

The minimum is redefined order by order in the power counting expansion

〈H†H〉 =
v2

2






1 +

3C(6)
H v2

4λ
+ v4

9
(

C(6)
H

)2
+ 4C(8)

H λ

8λ2
+ · · ·






≡

v̄2T
2
. (3.2)

This generalization of the expectation value simplifies at leading order in 1/Λ2 to the vev

of the SM. Including the leading 1/Λ2 correction, the result is that of Ref. [26], the 1/Λ4

correction is as given in Ref. [18], etc. At higher orders in the polynomial expansion of H†H

that results from taking the derivative of the potential, numerical methods must be used to

find a minimum due to the Abel–Ruffini theorem. Note that this also means that expanding

out the vev dependence in a formal all-orders result to a fixed order necessarily requires

numerical methods.

The expectation values of the field space connections is also denoted by 〈〉 and a critical

role is played by
√
h
IJ

= 〈hIJ 〉1/2, and √gAB = 〈gAB〉1/2. The
√
h and

√
g depend on v̄T .

3.1 Scalar bilinear metric: hIJ(φ)

The relevant terms in L(6,8) for the scalar metric are [18]

L(6,8) ⊇ C(6)
H!(H

†H)!(H†H) + C(6)
HD(H

†DµH)$(H†DµH) (3.3)

+ C(8)
HD(H

†H)2(DµH)†(DµH) + C(8)
H,D2(H

†H)(H†σaH)
[

(DµH)† σa (DµH)
]

.
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Similarly, D2ψ can be reduced as

D2ψ = DµDνg
µνψ = DµDν(γ

µγν + iσµν)ψ ⇒ EOM and higher-points, (2.8)

where σµν = i
2(γµγν − γνγµ). In what follows, when D2F appears, it is replaced in terms of

EOM terms and higher-point functions for these reasons. Explicitly reducing operator forms

by the EOM, when possible, in favour of other composite operators, has a key role in these

arguments.

Now consider higher-derivative contributions to three-point functions. Explicit appear-

ances of D2F are removed due to the proceeding argument. Further, a general combination

of derivatives, acting on three general SM fields F1,2,3,

f(H)(DµF1)(DνF2)D{µν}F3, (2.9)

is removable in terms of EOM terms and higher-point functions, using integration by parts:

f(H)(DµF1)(DνF2)D{µν}F3 (2.10)

=− f(H)
[

(D2F1)(DνF2) + (DµF1)(DµDνF2) + (DµDνF1)(DµF2) + (DνF1)(D
2F2)

]

(DνF3)

− (Dµf(H)) [(DµF1)(DνF2) + (DνF1)(DµF2)] (DνF3)

⇒− f(H) [(DµF1)(DµDνF2) + (DµDνF1)(DµF2)] (DνF3) + EOM and higher-points

⇒− f(H)(D[µ,ν]F1)(DµF2)(DνF3) + f(H)(DµF1)(DµF2)(D
2F3) + EOM and higher-points

⇒ EOM and higher-points.

As a result, in general, an operator with four or more derivatives acting on three (possibly

different) fields Fi can be reduced out of three-point amplitudes.

When considering field space connections that can reduce to three-point functions when

a vacuum expectation value is taken, we also use

f(φ)F1 (DµF2) (DµF3)⇒ (Dµf(φ)) (DµF1)F2 F3 +
1

2
(D2f(φ))F1 F2 F3 + EOM , (2.11)

to conventionally move derivative terms onto scalar fields. After reducing the possible field

space connections using these arguments systematically, and integrating by parts, a minimal

generalization of field space connections for CP even electroweak bosonic two- and three-point

amplitudes is composed of

hIJ (φ)(Dµφ)
I(Dµφ)

J , gAB(φ)WA
µνWB,µν , kAIJ(φ)(Dµφ)

I(Dνφ)
J Wµν

A ,

fABC(φ)WA
µνWB,νρWC,µ

ρ ,

and the scalar potential V (φ).

The minimal set of field space connections involving fermionic field in two- and three-point

functions is

Y (φ)ψ̄1ψ2, LI,A(φ)ψ̄1γ
µσAψ2(Dµφ)

I , dA(φ)ψ̄1σ
µνψ2WA

µν ,

– 6 –

That the operator forms saturate at all orders 
can be seen with Hilbert Series techniques:
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Partial Sq. vs. Full Dim-8:  Fermionic Z Decay
[2007.00565]

Consider all-order geoSMEFT width for Z-boson decay to fermions:

4.7 hZZ, hWW couplings

The off-shell coupling of the Higgs to ZZ and WW are given by summing over multiple field

space connections. One finds

〈h|Z(p1)Z(p2)〉 = −
√
h
44

4
ḡ2Z

[

〈
δg33(φ)

δφ4
〉
c4θZ
g22
− 2〈

δg34(φ)

δφ4
〉
c2θZ s2θZ
g1g2

+ 〈
δg44(φ)

δφ4
〉
s4θZ
g21

]

〈hZµνZµν〉

+
√
h
44 ḡ2Z

2

[

〈
δh33(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h33(φ)〉

v̄T
2

]

〈hZµZµ〉

+
√
h
44
ḡ2Z v̄T

[

〈k334〉
c2θZ
g2
− 〈k434〉

s2θZ
g1

]

〈∂νhZµZµν〉, (4.23)

and

〈h|W(p1)W(p2)〉 = −
√
h
44

2
ḡ22

[

〈
δg11(φ)

δφ4
〉
1

g22

]

〈hWµνWµν〉

+
√
h
44
ḡ22

[

〈
δh11(φ)

δφ4
〉
( v̄T

2

)2
+ 〈h11(φ)〉

v̄T
2

]

〈hWµWµ〉

+ 2
√
h
44 ḡ22
g2

v̄T
4

[

i 〈k142〉 − 〈k242〉
]

〈(∂µh)(W+
µνW

ν
− +W−

µνW
ν
+)〉. (4.24)

As these couplings are off-shell, they are not directly observable.

4.8 Z → ψ̄ψ, W → ψ̄ψ partial widths

A key contribution to the full width of the Z,W bosons in the SMEFT are the two-body

partial widths that follow from the SMEFT couplings of the Z,W to fermions of the same

chirality. These results can be defined at all orders in the v̄T /Λ expansion as

Γ̄Z→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
Z |g

Z,ψ
eff |2

(

1−
4M̄2

ψ

m̄2
Z

)3/2

(4.25)

where

gZ,ψeff =
ḡZ
2

[

(2s2θZ Qψ − σ3)δpr + v̄T 〈Lψ,pr3,4 〉+ σ3v̄T 〈Lψ,pr3,3 〉
]

(4.26)

and ψ = {qL, uR, dR, 'L, eR}, while σ3 = 1 for uL, νL and σ3 = −1 for dL, eL. Similarly one

can define

Γ̄W→ψ̄ψ =
∑

ψ

Nψ
c

24π

√

m̄2
W |gW,ψ

eff |2
(

1−
4M̄2

ψ

m̄2
W

)3/2

(4.27)

with

gW,qL
eff = −

ḡ2√
2

[

V pr
CKM − v̄T 〈LqL,pr

1,1 〉± iv̄T 〈LqL,pr
1,2 〉

]

,

gW,$L
eff = −

ḡ2√
2

[

Upr,†
PMNS − v̄T 〈L$L,pr1,1 〉± iv̄T 〈L$L,pr1,2 〉

]

,

where the VCKM and UPMNS matrices are implicitly absorbed into 〈LJ,A〉.
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defined at all orders in v/Λ !!

Expand complete dependence at dim-6, dim-8:

Compare (e.g.) dependence on (C(6)HWB)2 using partial square vs. full dim-8 analysis:

and

|hh|Z�i|
2

toO(v4/⇤4)
=v̄

2

T

����A
h�Z

SM

����
2

+ 2v̄T Re(Ah�Z

SM
)
⇣
1 + h

p

h
44

iO(v2/⇤2)

⌘
hh|�Zi

L(6)

+ 2v̄T Re(Ah�Z

SM
)hh|�Zi

L(6)

"
C̃

(6)

HB
g
2

1
� C̃

(6)

HW
g
2

2
+ 3(C̃(6)

HW
g
2

1
� C̃

(6)

HB
g
2

2
)

g
2

1
� g

2

2

#

+

✓
1 +

4 g1 g2 v̄T
g
2

2
� g

2

1

Re(Ah�Z

SM
)

◆
hh|�Zi

2

L(6)

+ 4v̄T Re(Ah�Z

SM
) (hh|�Zi

L(6))|
C

(6)
i

!C
(8)
i

. (3.18)

The quadratic dependence on the L
(6) coe�cients again di↵ers due to contributions from

the Higgs field normalization and the coupling expansion to O(v4/⇤4), which includes an

additional term due to electroweak mixing. We have normalized these expressions to cancel

the dimensions in A
h�Z

SM
.

3.3 �(Z !  ̄ )

We now consider a process that is present at tree level in the SM: the decay of a Z boson

into a pair of fermions. This decay can be defined at all orders of the v/⇤ expansion via

�̄
Z! ̄p r

=
N
 
c

24⇡

q
m̄

2

Z
|g

Z, 

e↵,pr
|
2

 
1�

4M̄2

 ,p

m̄
2

Z

!
3/2

, (3.19)

where

g
Z, 

e↵,pr
=

ḡZ

2

h
(2s2

✓Z
Q � �3)�pr + v̄T hL

 ,pr

3,4
i+ �3v̄T hL

 ,pr

3,3
i

i
. (3.20)

Here  = {qL, uR, dR, `L, eR}, with �3 = 1 for uL, ⌫L and �3 = �1 for dL, eL. The decay

width depends on the Lagrangian parameters defined in the previous sections, supplemented

with the masses

m̄
2

Z =
ḡ
2

Z

4

p
h33

2

v̄
2

T ,

m̄
 

pr = h(Y  

pr)
†
i, (3.21)

with M̄ ,i the vector of eigenvalues of the m̄
 
pr matrix. The generalized Yukawa couplings

(Y  
pr) are defined in Ref. [9]. Focusing on the e↵ective coupling contributing to the decay

width, the expressions at each order are:

hg
Z, 

e↵,pr
iSM = ḡ

SM

Z

h
(sSM
✓

)2Q �
�3

2

i
�pr, (3.22)

hg
Z, 

e↵,pr
iO(v2/⇤2) =

hḡZiO(v2/⇤2)

ḡ
SM

Z

hg
Z, 

e↵,pr
iSM �pr + ḡ

SM

Z Q hs
2

✓Z
iO(v2/⇤2) �pr +

ḡ
SM

Z

2

"
C̃

1,(6)

H 
pr

� �3 C̃
3,(6)

H 
pr

#
,

(3.23)
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Here  = {qL, uR, dR, `L, eR}, with �3 = 1 for uL, ⌫L and �3 = �1 for dL, eL. The decay
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and summarized in Appendix A. In addition, there are scheme-dependent corrections due to

the mapping of redefined Lagrangian parameters to measured input parameters.
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The partial-square result contains a term proportional to Q that is not present in the full

result due to cancellations. We examine the numerical di↵erence between these results in

Sec. 4.
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⇤ final state includes an o↵-shell particle and is not directly observable,
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generators x1, . . . , xn, i.e. it is given by taking linear com-
binations of all possible products of powers of the gener-
ators with coefficients in C, and there are no non-trivial
relations among the generators.
The ring C[x1, . . . , xn]G ⊆ C[x1, . . . , xn] is the set of

G-invariant polynomials, i.e. those polynomials which are
unchanged by the action of G. This is clearly a ring, since
sums and products of invariant polynomials are also in-
variant polynomials. A highly non-trivial result, if G is
a reductive group,5 is that C[x1, . . . , xn]G is finite gener-
ated. Let the generators be I1, . . . Ir, each of which is aG-
invariant polynomial in the original variables x1, . . . , xn.
Then, any G-invariant polynomial can be written as a
polynomial P ∈ C[I1, . . . , Ir]. However, C[x1, . . . , xn]G

need not be a free ring in the generators I1, . . . Ir ; there
can be non-trivial relations among them.
In the following sections, we analyze the invariant ring

for the quark and lepton sectors of the Standard Model
effective theory and the seesaw model. It is useful to first
look at some simple examples before discussing the case
of interest. We start with a famous result on symmetric
polynomials, and then discuss three examples involving
continuous groups which are closer in structure to the
quark and lepton invariant problem. The first model is
a theory which has a freely generated ring, with no rela-
tions. The second theory has one non-trivial relation, and
is similar in structure to the ring for quark invariants for
three generations studied in Sec. VB and for lepton in-
variants in the Standard Model for two generations stud-
ied in Sec. VIA. The third example is only slightly more
complicated, but leads to an intricate structure of in-
variants, with many relations, and a complicated Hilbert
series. This is similar to what we find for lepton invari-
ants in the Standard Model for three generations, and in
the seesaw model for two and three generations.

A. Symmetric Polynomials

The classic example from invariant theory is the study
of symmetric polynomials. The permutation group Sn

acts on a polynomial f(x1, . . . , xn) in C[x1, . . . , xn] by

p : f(x1, . . . , xn) → f(xp(1), . . . , xp(n)) (40)

where (p(1), . . . , p(n)) is a permutation of (1, . . . , n). A
polynomial in C[x1, . . . , xn]Sn is invariant under the ac-
tion of any permutation. A standard result [30] is that
the invariant ring is generated by the elementary sym-
metric polynomials

I1 = x1 + x2 + . . . xn =
∑

i

xi,

5 A reductive group is defined by the property that every repre-
sentation is completely reducible. A Lie group which is a direct
product of simple compact Lie groups and U(1) factors is reduc-
tive, as is any finite group.

I2 = x1x2 + x1x3 + . . .+ xn−1xn =
∑

i<j

xixj ,

I3 = x1x2x3 + . . .+ xn−2xn−1xn =
∑

i<j<k

xixjxk,

...

In = x1x2 . . . xn. (41)

In other words, any symmetric polynomial f(x1, . . . , xn)
can be written as a polynomial in I1, . . . , In,
f(x1, . . . , xn) = g(I1, . . . , In), e.g.

x2
1 + x2

2 + . . . x2
n = I21 − 2I2 . (42)

The important point is that g(I1, . . . , In) is a polyno-
mial — otherwise the result would be trivial, for know-
ing I1, . . . , In, one could solve Eq. (41) to find x1, . . . , xn,
and hence determine f .

B. Model I

Consider a theory with two couplingsm1 andm2 which
transform under a G = U(1)× U(1) symmetry as

m1 → eiφ1m1, m2 → eiφ2m2 . (43)

We look at the ring C[m1,m∗
1,m2,m∗

2]
U(1)×U(1) of all

polynomials which are U(1)× U(1) invariant. It is clear
that they can be written as linear combinations of mono-
mials of the form

(m1m
∗
1)

r1 (m2m
∗
2)

r2 (44)

where r1 and r2 are integers. Thus, the ring of invariant
polynomials is generated by the invariants I1 = m1m∗

1
and I2 = m2m∗

2, and there are no relations between these
generators.
The Hilbert series H(q) is defined as

H(q) =
∞
∑

r=0

crq
r (45)

where cr is the number of invariants of degree r, and
c0 = 1. In our example, c1 = 0; c2 = 2 since m1m∗

1
and m2m∗

2 are the two degree-two invariants; c3 = 0;
c4 = 3 since (m1m∗

1)
2, (m1m∗

1)(m2m∗
2) and (m2m∗

2)
2 are

the three degree-four invariants; and so on. It is easy to
see that the Hilbert series is

H(q) = 1 + 2q2 + 3q4 + 4q6 + 5q8 + . . .

=
∞
∑

n=0

(n+ 1)q2n

=
1

(1− q2)2
. (46)

Another derivation of the Hilbert series is the follow-
ing. The generators I1 = m1m∗

1 and I2 = m2m∗
2 are
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both of degree two, and the invariants of higher order
are given by multiplying together arbitrary powers of I1
and I2. The product

(

1 + I1 + I21 + . . .
) (

1 + I2 + I22 + . . .
)

(47)

gives each invariant once, which leads to the Hilbert series

H(q) =
(

1 + q2 + q4 + . . .
) (

1 + q2 + q4 + . . .
)

=
1

(1− q2)2
, (48)

in agreement with Eq. (46).
In the general case of a semisimple Lie group, it is

known that H(q) has the rational form

H(q) =
N(q)

D(q)
, (49)

where the numerator N(q) and denominator D(q) are
polynomials. Furthermore, the numerator is of degree
dN and is of the form

N(q) = 1 + c1q + . . . cdN−1q
dN−1 + qdN (50)

where the coefficients are non-negative, cr ≥ 0, and N(q)
is palindromic, i.e.

N(q) = qdNN(1/q). (51)

The denominator takes the form

D(q) =
p
∏

r=1

(1 − qdr), (52)

and is of degree dD =
∑

r dr. The number of denomina-
tor factors p is equal to the number of parameters. The
number of parameters is defined as the minimal codi-
mension of an orbit, and agrees with the usual physics
usage of the term. Model I has p = 2 parameters, be-
cause we start with four objects m1, m2, m∗

1 and m∗
2

(or equivalently, the real and imaginary parts of m1 and
m2), and have two phase redefinitions Eq. (43), which
eliminates two variables. In other words, one can always
make a phase redefinition to make m1 and m2 real and
non-negative, and these are the two independent param-
eters. In our example, N(q) = 1, d1 = d2 = 2 and the
number of denominator factors is two. The number of
denominator factors p is equal to the number of param-
eters.
There is a theorem due to Knop [31] which says that

dimV ≥ dD − dN ≥ p (53)

where dimV is the dimension of the vector space on
which the group transformations act; dD and dN are the
degrees of the denominator and numerator; and p is the
number of parameters. In most cases, the upper bound
is an equality, but not always. (We will see an example
for the quark invariants involving only the U -quark mass

matrix.) In Model I, the vector space basis ism1,m∗
1, m2,

m∗
2, so dim V = 4, p = 2, dN = 0 and dD =

∑

dr = 4,
and we see that Knop’s theorem gives 4 ≥ 4−0 ≥ 2, with
an equality for the upper bound.
One also can construct a multi-graded Hilbert series.

Let cr1r2r3r4 be the number of invariants of order r1 in
m1, order r2 in m∗

1, order r3 in m2, and order r4 in m∗
2.

Then

h(q1, q2, q3, q4) =
∑

cr1r2r3r4q
r1
1 qr22 qr33 qr44

=
1

(1− q1q2)(1− q3q4)
, (54)

and the usual Hilbert series is H(q) = h(q, q, q, q). The
multi-graded series gives more information about the
structure of the invariants. However, it is important
to remember that the results quoted above for H(q),
Eqs. (49)–(53), do not hold in general for the multi-
graded case.

C. Model II

Consider a theory with couplings m1 and m2 with
charges one and two, respectively, under a G = U(1)
symmetry,

m1 → eiφm1, m2 → e2iφm2 . (55)

The ring of invariant polynomials C[m1,m∗
1,m2,m∗

2]
U(1)

is generated by the four basic invariants I1 = m1m∗
1, I2 =

m2m∗
2, I3 = m2m∗2

1 and I4 = m∗
2m

2
1. These generators,

however, are not all independent, since I3I4 = I21I2, so
that C[m1,m∗

1,m2,m∗
2]

U(1) is not a free ring generated
by I1−4.
It is straightforward to show that the multi-graded

Hilbert series is

h(q1, q2, q3, q4) =
1− q21q

2
2q3q4

(1 − q1q2)(1 − q3q4)(1 − q3q22)(1 − q4q21)
,

(56)

where q1, q2, q3 and q4 count powers of m1, m∗
1, m2 and

m∗
2, respectively.
The denominator of the multi-graded Hilbert series is

generated by the invariants I1−4, whereas the numerator
compensates for the fact that I3I4 and I21I2 count as
only one invariant at order q21q

2
2q3q4, rather than two,

because I3I4 = I21I2. The numerator of the multi-graded
Hilbert series does not have the special properties of the
numerator of the Hilbert series H(q) discussed in the
previous example.
In this example, dimV = 4, dimG = 1, and there are

three parameters since the phase transformation Eq. (55)
eliminates one of the original four real variables inm1 and
m2. The Hilbert series H(q) = h(q, q, q, q) is

H(q) =
1 + q3

(1− q2)2(1 − q3)
, (57)
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both of degree two, and the invariants of higher order
are given by multiplying together arbitrary powers of I1
and I2. The product

(

1 + I1 + I21 + . . .
) (

1 + I2 + I22 + . . .
)

(47)

gives each invariant once, which leads to the Hilbert series

H(q) =
(

1 + q2 + q4 + . . .
) (

1 + q2 + q4 + . . .
)

=
1

(1− q2)2
, (48)

in agreement with Eq. (46).
In the general case of a semisimple Lie group, it is

known that H(q) has the rational form

H(q) =
N(q)

D(q)
, (49)

where the numerator N(q) and denominator D(q) are
polynomials. Furthermore, the numerator is of degree
dN and is of the form

N(q) = 1 + c1q + . . . cdN−1q
dN−1 + qdN (50)

where the coefficients are non-negative, cr ≥ 0, and N(q)
is palindromic, i.e.

N(q) = qdNN(1/q). (51)

The denominator takes the form

D(q) =
p
∏

r=1

(1 − qdr), (52)

and is of degree dD =
∑

r dr. The number of denomina-
tor factors p is equal to the number of parameters. The
number of parameters is defined as the minimal codi-
mension of an orbit, and agrees with the usual physics
usage of the term. Model I has p = 2 parameters, be-
cause we start with four objects m1, m2, m∗

1 and m∗
2

(or equivalently, the real and imaginary parts of m1 and
m2), and have two phase redefinitions Eq. (43), which
eliminates two variables. In other words, one can always
make a phase redefinition to make m1 and m2 real and
non-negative, and these are the two independent param-
eters. In our example, N(q) = 1, d1 = d2 = 2 and the
number of denominator factors is two. The number of
denominator factors p is equal to the number of param-
eters.
There is a theorem due to Knop [31] which says that

dimV ≥ dD − dN ≥ p (53)

where dimV is the dimension of the vector space on
which the group transformations act; dD and dN are the
degrees of the denominator and numerator; and p is the
number of parameters. In most cases, the upper bound
is an equality, but not always. (We will see an example
for the quark invariants involving only the U -quark mass

matrix.) In Model I, the vector space basis ism1,m∗
1, m2,

m∗
2, so dim V = 4, p = 2, dN = 0 and dD =

∑

dr = 4,
and we see that Knop’s theorem gives 4 ≥ 4−0 ≥ 2, with
an equality for the upper bound.
One also can construct a multi-graded Hilbert series.

Let cr1r2r3r4 be the number of invariants of order r1 in
m1, order r2 in m∗

1, order r3 in m2, and order r4 in m∗
2.

Then

h(q1, q2, q3, q4) =
∑

cr1r2r3r4q
r1
1 qr22 qr33 qr44

=
1

(1− q1q2)(1− q3q4)
, (54)

and the usual Hilbert series is H(q) = h(q, q, q, q). The
multi-graded series gives more information about the
structure of the invariants. However, it is important
to remember that the results quoted above for H(q),
Eqs. (49)–(53), do not hold in general for the multi-
graded case.

C. Model II

Consider a theory with couplings m1 and m2 with
charges one and two, respectively, under a G = U(1)
symmetry,

m1 → eiφm1, m2 → e2iφm2 . (55)

The ring of invariant polynomials C[m1,m∗
1,m2,m∗

2]
U(1)

is generated by the four basic invariants I1 = m1m∗
1, I2 =

m2m∗
2, I3 = m2m∗2

1 and I4 = m∗
2m

2
1. These generators,

however, are not all independent, since I3I4 = I21I2, so
that C[m1,m∗

1,m2,m∗
2]

U(1) is not a free ring generated
by I1−4.
It is straightforward to show that the multi-graded

Hilbert series is

h(q1, q2, q3, q4) =
1− q21q

2
2q3q4

(1 − q1q2)(1 − q3q4)(1 − q3q22)(1 − q4q21)
,

(56)

where q1, q2, q3 and q4 count powers of m1, m∗
1, m2 and

m∗
2, respectively.
The denominator of the multi-graded Hilbert series is

generated by the invariants I1−4, whereas the numerator
compensates for the fact that I3I4 and I21I2 count as
only one invariant at order q21q

2
2q3q4, rather than two,

because I3I4 = I21I2. The numerator of the multi-graded
Hilbert series does not have the special properties of the
numerator of the Hilbert series H(q) discussed in the
previous example.
In this example, dimV = 4, dimG = 1, and there are

three parameters since the phase transformation Eq. (55)
eliminates one of the original four real variables inm1 and
m2. The Hilbert series H(q) = h(q, q, q, q) is

H(q) =
1 + q3

(1− q2)2(1 − q3)
, (57)
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dN and is of the form

N(q) = 1 + c1q + . . . cdN−1q
dN−1 + qdN (50)

where the coefficients are non-negative, cr ≥ 0, and N(q)
is palindromic, i.e.

N(q) = qdNN(1/q). (51)

The denominator takes the form

D(q) =
p
∏

r=1

(1 − qdr), (52)

and is of degree dD =
∑

r dr. The number of denomina-
tor factors p is equal to the number of parameters. The
number of parameters is defined as the minimal codi-
mension of an orbit, and agrees with the usual physics
usage of the term. Model I has p = 2 parameters, be-
cause we start with four objects m1, m2, m∗

1 and m∗
2

(or equivalently, the real and imaginary parts of m1 and
m2), and have two phase redefinitions Eq. (43), which
eliminates two variables. In other words, one can always
make a phase redefinition to make m1 and m2 real and
non-negative, and these are the two independent param-
eters. In our example, N(q) = 1, d1 = d2 = 2 and the
number of denominator factors is two. The number of
denominator factors p is equal to the number of param-
eters.
There is a theorem due to Knop [31] which says that

dimV ≥ dD − dN ≥ p (53)

where dimV is the dimension of the vector space on
which the group transformations act; dD and dN are the
degrees of the denominator and numerator; and p is the
number of parameters. In most cases, the upper bound
is an equality, but not always. (We will see an example
for the quark invariants involving only the U -quark mass

matrix.) In Model I, the vector space basis ism1,m∗
1, m2,

m∗
2, so dim V = 4, p = 2, dN = 0 and dD =

∑

dr = 4,
and we see that Knop’s theorem gives 4 ≥ 4−0 ≥ 2, with
an equality for the upper bound.
One also can construct a multi-graded Hilbert series.

Let cr1r2r3r4 be the number of invariants of order r1 in
m1, order r2 in m∗

1, order r3 in m2, and order r4 in m∗
2.

Then

h(q1, q2, q3, q4) =
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1 qr22 qr33 qr44

=
1

(1− q1q2)(1− q3q4)
, (54)

and the usual Hilbert series is H(q) = h(q, q, q, q). The
multi-graded series gives more information about the
structure of the invariants. However, it is important
to remember that the results quoted above for H(q),
Eqs. (49)–(53), do not hold in general for the multi-
graded case.

C. Model II

Consider a theory with couplings m1 and m2 with
charges one and two, respectively, under a G = U(1)
symmetry,

m1 → eiφm1, m2 → e2iφm2 . (55)

The ring of invariant polynomials C[m1,m∗
1,m2,m∗

2]
U(1)

is generated by the four basic invariants I1 = m1m∗
1, I2 =

m2m∗
2, I3 = m2m∗2

1 and I4 = m∗
2m

2
1. These generators,

however, are not all independent, since I3I4 = I21I2, so
that C[m1,m∗

1,m2,m∗
2]

U(1) is not a free ring generated
by I1−4.
It is straightforward to show that the multi-graded

Hilbert series is

h(q1, q2, q3, q4) =
1− q21q

2
2q3q4

(1 − q1q2)(1 − q3q4)(1 − q3q22)(1 − q4q21)
,

(56)

where q1, q2, q3 and q4 count powers of m1, m∗
1, m2 and

m∗
2, respectively.
The denominator of the multi-graded Hilbert series is

generated by the invariants I1−4, whereas the numerator
compensates for the fact that I3I4 and I21I2 count as
only one invariant at order q21q

2
2q3q4, rather than two,

because I3I4 = I21I2. The numerator of the multi-graded
Hilbert series does not have the special properties of the
numerator of the Hilbert series H(q) discussed in the
previous example.
In this example, dimV = 4, dimG = 1, and there are

three parameters since the phase transformation Eq. (55)
eliminates one of the original four real variables inm1 and
m2. The Hilbert series H(q) = h(q, q, q, q) is

H(q) =
1 + q3

(1− q2)2(1 − q3)
, (57)

For semi-simple Lie groups further results can be derived:

Minimal basis of invariants can be enumerated with Hilbert series (well-known in SMEFT!):

A group ring C[x]G of polynomials x invariant under symmetry G is contained in the free ring C[x]:
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generators x1, . . . , xn, i.e. it is given by taking linear com-
binations of all possible products of powers of the gener-
ators with coefficients in C, and there are no non-trivial
relations among the generators.
The ring C[x1, . . . , xn]G ⊆ C[x1, . . . , xn] is the set of

G-invariant polynomials, i.e. those polynomials which are
unchanged by the action of G. This is clearly a ring, since
sums and products of invariant polynomials are also in-
variant polynomials. A highly non-trivial result, if G is
a reductive group,5 is that C[x1, . . . , xn]G is finite gener-
ated. Let the generators be I1, . . . Ir, each of which is aG-
invariant polynomial in the original variables x1, . . . , xn.
Then, any G-invariant polynomial can be written as a
polynomial P ∈ C[I1, . . . , Ir]. However, C[x1, . . . , xn]G

need not be a free ring in the generators I1, . . . Ir ; there
can be non-trivial relations among them.
In the following sections, we analyze the invariant ring

for the quark and lepton sectors of the Standard Model
effective theory and the seesaw model. It is useful to first
look at some simple examples before discussing the case
of interest. We start with a famous result on symmetric
polynomials, and then discuss three examples involving
continuous groups which are closer in structure to the
quark and lepton invariant problem. The first model is
a theory which has a freely generated ring, with no rela-
tions. The second theory has one non-trivial relation, and
is similar in structure to the ring for quark invariants for
three generations studied in Sec. VB and for lepton in-
variants in the Standard Model for two generations stud-
ied in Sec. VIA. The third example is only slightly more
complicated, but leads to an intricate structure of in-
variants, with many relations, and a complicated Hilbert
series. This is similar to what we find for lepton invari-
ants in the Standard Model for three generations, and in
the seesaw model for two and three generations.

A. Symmetric Polynomials

The classic example from invariant theory is the study
of symmetric polynomials. The permutation group Sn

acts on a polynomial f(x1, . . . , xn) in C[x1, . . . , xn] by

p : f(x1, . . . , xn) → f(xp(1), . . . , xp(n)) (40)

where (p(1), . . . , p(n)) is a permutation of (1, . . . , n). A
polynomial in C[x1, . . . , xn]Sn is invariant under the ac-
tion of any permutation. A standard result [30] is that
the invariant ring is generated by the elementary sym-
metric polynomials

I1 = x1 + x2 + . . . xn =
∑

i

xi,

5 A reductive group is defined by the property that every repre-
sentation is completely reducible. A Lie group which is a direct
product of simple compact Lie groups and U(1) factors is reduc-
tive, as is any finite group.

I2 = x1x2 + x1x3 + . . .+ xn−1xn =
∑

i<j

xixj ,

I3 = x1x2x3 + . . .+ xn−2xn−1xn =
∑

i<j<k

xixjxk,

...

In = x1x2 . . . xn. (41)

In other words, any symmetric polynomial f(x1, . . . , xn)
can be written as a polynomial in I1, . . . , In,
f(x1, . . . , xn) = g(I1, . . . , In), e.g.

x2
1 + x2

2 + . . . x2
n = I21 − 2I2 . (42)

The important point is that g(I1, . . . , In) is a polyno-
mial — otherwise the result would be trivial, for know-
ing I1, . . . , In, one could solve Eq. (41) to find x1, . . . , xn,
and hence determine f .

B. Model I

Consider a theory with two couplingsm1 andm2 which
transform under a G = U(1)× U(1) symmetry as

m1 → eiφ1m1, m2 → eiφ2m2 . (43)

We look at the ring C[m1,m∗
1,m2,m∗

2]
U(1)×U(1) of all

polynomials which are U(1)× U(1) invariant. It is clear
that they can be written as linear combinations of mono-
mials of the form

(m1m
∗
1)

r1 (m2m
∗
2)

r2 (44)

where r1 and r2 are integers. Thus, the ring of invariant
polynomials is generated by the invariants I1 = m1m∗

1
and I2 = m2m∗

2, and there are no relations between these
generators.
The Hilbert series H(q) is defined as

H(q) =
∞
∑

r=0

crq
r (45)

where cr is the number of invariants of degree r, and
c0 = 1. In our example, c1 = 0; c2 = 2 since m1m∗

1
and m2m∗

2 are the two degree-two invariants; c3 = 0;
c4 = 3 since (m1m∗

1)
2, (m1m∗

1)(m2m∗
2) and (m2m∗

2)
2 are

the three degree-four invariants; and so on. It is easy to
see that the Hilbert series is

H(q) = 1 + 2q2 + 3q4 + 4q6 + 5q8 + . . .

=
∞
∑

n=0

(n+ 1)q2n

=
1

(1− q2)2
. (46)

Another derivation of the Hilbert series is the follow-
ing. The generators I1 = m1m∗

1 and I2 = m2m∗
2 are
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generators x1, . . . , xn, i.e. it is given by taking linear com-
binations of all possible products of powers of the gener-
ators with coefficients in C, and there are no non-trivial
relations among the generators.
The ring C[x1, . . . , xn]G ⊆ C[x1, . . . , xn] is the set of

G-invariant polynomials, i.e. those polynomials which are
unchanged by the action of G. This is clearly a ring, since
sums and products of invariant polynomials are also in-
variant polynomials. A highly non-trivial result, if G is
a reductive group,5 is that C[x1, . . . , xn]G is finite gener-
ated. Let the generators be I1, . . . Ir, each of which is aG-
invariant polynomial in the original variables x1, . . . , xn.
Then, any G-invariant polynomial can be written as a
polynomial P ∈ C[I1, . . . , Ir]. However, C[x1, . . . , xn]G

need not be a free ring in the generators I1, . . . Ir ; there
can be non-trivial relations among them.
In the following sections, we analyze the invariant ring

for the quark and lepton sectors of the Standard Model
effective theory and the seesaw model. It is useful to first
look at some simple examples before discussing the case
of interest. We start with a famous result on symmetric
polynomials, and then discuss three examples involving
continuous groups which are closer in structure to the
quark and lepton invariant problem. The first model is
a theory which has a freely generated ring, with no rela-
tions. The second theory has one non-trivial relation, and
is similar in structure to the ring for quark invariants for
three generations studied in Sec. VB and for lepton in-
variants in the Standard Model for two generations stud-
ied in Sec. VIA. The third example is only slightly more
complicated, but leads to an intricate structure of in-
variants, with many relations, and a complicated Hilbert
series. This is similar to what we find for lepton invari-
ants in the Standard Model for three generations, and in
the seesaw model for two and three generations.

A. Symmetric Polynomials

The classic example from invariant theory is the study
of symmetric polynomials. The permutation group Sn

acts on a polynomial f(x1, . . . , xn) in C[x1, . . . , xn] by

p : f(x1, . . . , xn) → f(xp(1), . . . , xp(n)) (40)

where (p(1), . . . , p(n)) is a permutation of (1, . . . , n). A
polynomial in C[x1, . . . , xn]Sn is invariant under the ac-
tion of any permutation. A standard result [30] is that
the invariant ring is generated by the elementary sym-
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product of simple compact Lie groups and U(1) factors is reduc-
tive, as is any finite group.
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∑

i<j
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∑

i<j<k

xixjxk,

...

In = x1x2 . . . xn. (41)

In other words, any symmetric polynomial f(x1, . . . , xn)
can be written as a polynomial in I1, . . . , In,
f(x1, . . . , xn) = g(I1, . . . , In), e.g.
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The important point is that g(I1, . . . , In) is a polyno-
mial — otherwise the result would be trivial, for know-
ing I1, . . . , In, one could solve Eq. (41) to find x1, . . . , xn,
and hence determine f .
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transform under a G = U(1)× U(1) symmetry as
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We look at the ring C[m1,m∗
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r2 (44)

where r1 and r2 are integers. Thus, the ring of invariant
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2, and there are no relations between these
generators.
The Hilbert series H(q) is defined as

H(q) =
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where cr is the number of invariants of degree r, and
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1
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2 are the two degree-two invariants; c3 = 0;
c4 = 3 since (m1m∗
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2 are
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generators x1, . . . , xn, i.e. it is given by taking linear com-
binations of all possible products of powers of the gener-
ators with coefficients in C, and there are no non-trivial
relations among the generators.
The ring C[x1, . . . , xn]G ⊆ C[x1, . . . , xn] is the set of

G-invariant polynomials, i.e. those polynomials which are
unchanged by the action of G. This is clearly a ring, since
sums and products of invariant polynomials are also in-
variant polynomials. A highly non-trivial result, if G is
a reductive group,5 is that C[x1, . . . , xn]G is finite gener-
ated. Let the generators be I1, . . . Ir, each of which is aG-
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Then, any G-invariant polynomial can be written as a
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need not be a free ring in the generators I1, . . . Ir ; there
can be non-trivial relations among them.
In the following sections, we analyze the invariant ring

for the quark and lepton sectors of the Standard Model
effective theory and the seesaw model. It is useful to first
look at some simple examples before discussing the case
of interest. We start with a famous result on symmetric
polynomials, and then discuss three examples involving
continuous groups which are closer in structure to the
quark and lepton invariant problem. The first model is
a theory which has a freely generated ring, with no rela-
tions. The second theory has one non-trivial relation, and
is similar in structure to the ring for quark invariants for
three generations studied in Sec. VB and for lepton in-
variants in the Standard Model for two generations stud-
ied in Sec. VIA. The third example is only slightly more
complicated, but leads to an intricate structure of in-
variants, with many relations, and a complicated Hilbert
series. This is similar to what we find for lepton invari-
ants in the Standard Model for three generations, and in
the seesaw model for two and three generations.

A. Symmetric Polynomials

The classic example from invariant theory is the study
of symmetric polynomials. The permutation group Sn

acts on a polynomial f(x1, . . . , xn) in C[x1, . . . , xn] by

p : f(x1, . . . , xn) → f(xp(1), . . . , xp(n)) (40)

where (p(1), . . . , p(n)) is a permutation of (1, . . . , n). A
polynomial in C[x1, . . . , xn]Sn is invariant under the ac-
tion of any permutation. A standard result [30] is that
the invariant ring is generated by the elementary sym-
metric polynomials

I1 = x1 + x2 + . . . xn =
∑

i

xi,

5 A reductive group is defined by the property that every repre-
sentation is completely reducible. A Lie group which is a direct
product of simple compact Lie groups and U(1) factors is reduc-
tive, as is any finite group.
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xixj ,

I3 = x1x2x3 + . . .+ xn−2xn−1xn =
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xixjxk,

...

In = x1x2 . . . xn. (41)

In other words, any symmetric polynomial f(x1, . . . , xn)
can be written as a polynomial in I1, . . . , In,
f(x1, . . . , xn) = g(I1, . . . , In), e.g.

x2
1 + x2

2 + . . . x2
n = I21 − 2I2 . (42)

The important point is that g(I1, . . . , In) is a polyno-
mial — otherwise the result would be trivial, for know-
ing I1, . . . , In, one could solve Eq. (41) to find x1, . . . , xn,
and hence determine f .

B. Model I

Consider a theory with two couplingsm1 andm2 which
transform under a G = U(1)× U(1) symmetry as

m1 → eiφ1m1, m2 → eiφ2m2 . (43)

We look at the ring C[m1,m∗
1,m2,m∗

2]
U(1)×U(1) of all

polynomials which are U(1)× U(1) invariant. It is clear
that they can be written as linear combinations of mono-
mials of the form

(m1m
∗
1)

r1 (m2m
∗
2)

r2 (44)

where r1 and r2 are integers. Thus, the ring of invariant
polynomials is generated by the invariants I1 = m1m∗

1
and I2 = m2m∗

2, and there are no relations between these
generators.
The Hilbert series H(q) is defined as

H(q) =
∞
∑

r=0

crq
r (45)

where cr is the number of invariants of degree r, and
c0 = 1. In our example, c1 = 0; c2 = 2 since m1m∗

1
and m2m∗

2 are the two degree-two invariants; c3 = 0;
c4 = 3 since (m1m∗

1)
2, (m1m∗

1)(m2m∗
2) and (m2m∗

2)
2 are

the three degree-four invariants; and so on. It is easy to
see that the Hilbert series is

H(q) = 1 + 2q2 + 3q4 + 4q6 + 5q8 + . . .

=
∞
∑

n=0

(n+ 1)q2n

=
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. (46)

Another derivation of the Hilbert series is the follow-
ing. The generators I1 = m1m∗

1 and I2 = m2m∗
2 are

For certain G, C[x]G is finitely generated by polynomial invariants I(x), such that any G-invariant 
polynomial f(x) can be written as a polynomial g(I), a member P of the (not necessarily free) ring C[I]:

cr = # of invariants of degree r

r = polynomial degree of invariant

q = invariant ‘spurion’

p = # free parameters

N & Q = polynomials

dN= polynomial degree of N

dD= polynomial degree of D = sum of dr
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Abstract

We study Yukawa Renormalization Group (RG) running e↵ects in the context of the
Standard Model E↵ective Theory (SMEFT). The Yukawa running being flavour depen-
dent leads to RG-induced o↵-diagonal entries, so that initially diagonal Yukawa matrices
at the high scale have to be rediagonalized at the electroweak (EW) scale. Performing
such flavour rotations can lead to flavour violating operators which di↵er from the ones
obtained through SMEFT RG evolution. We show, that these flavour rotations can have
a large impact on low-energy phenomenology. In order to demonstrate this e↵ect, we
compare the two sources of flavour violation numerically as well as analytically and study
their influence on several examples of down-type flavour transitions. For this purpose we
consider Bs � B̄s mixing, b ! s�, b ! s`` as well as electroweak precision observables.
We show that the rotation e↵ect can be comparable or even larger than the contribution
from pure RGE evolution of the Wilson coe�cients.
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where i, j, k, l are flavour indices and Uij denote the rotation matrices in eq. (2). This
back-rotation to the down-basis is key for the study of down-type flavour observables,
since it transforms the involved fields into mass eigenstates. It is important to note
that below the EW scale no further back-rotation is necessary, since o↵-diagonal Yukawa
elements can not be generated through QCD or QED interactions. As we will show in
the next section, the impact of the back-rotation given in eq. (8) on the size of the Wilson
coe�cient can be comparable or even larger than the one coming from the LL running in
eq. (7). It is therefore compulsory to take this e↵ect into account when studying flavour
processes within the SMEFT framework.

RGE Ã Yd, Yu, gs, g, gÕ

back-rotation

RGE Ã gs, –e

Matching

SM
EF

T
W

ET

µ = � Cb(�): down-basis
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µ = µLow
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Figure 1: The RG running of the down-basis SMEFT Wilson coe�cients from the new
physics scale ⇤ to the EW scale µEW is shown. Down-type Yukawa running generates
a tilde-basis (eCa), which has to be rotated back to the down-basis (Ca) at the EW scale.
Subsequently, the Wilson coe�cients are matched onto the WET and further evolved
down to lower scales (µLow) to estimate flavour observables.

From the two steps discussed above one finds, that there are two ways of how flavour
changing contributions can arise from operators that conserve flavour. These two possi-
bilities are

• through Yukawa running e↵ects above the EW scale, as described in step 1,

• through back-rotation at the EW scale, as described in step 2.

Both ways of generating flavour changing operators come with a suppression factor. In
the first case, the EW scale Wilson coe�cients are suppressed by a typical factor of

ij

RGE
=

�ij

t

16⇡2
ln
⇣µEW

⇤

⌘
. (9)

In the second case however, the suppression is due to small elements of the rotation
matrices involved. Let us illustrate the latter with a concrete example by computing
explicitly the down-type rotation matrices in eq. (2).

Q1:  what is the correspondence between RGE of flavor invariants and (known) non-MFV relations?

Q2:  what is the phenomenological impact of higher-order RGE of physical parameters?
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scale µEW in the first LL approximation and keeping only the dominant yt-contribution
one finds:

Yd(µEW) = Yd(⇤) � �Yd

3y2t
32⇡2

ln
⇣µEW

⇤

⌘
+ ... , (5)

where

�Yd =

0

@
yd�dd

t ys�ds
t yb�db

t

yd�sd
t ys�ss

t yb�sb
t

yd�bd
t ys�bs

t yb�bb
t

1

A , �ij

t
= V ⇤

tiVtj . (6)

Note that for simplicity we have not shown the SMEFT contribution to the RG
running of Yd, however we include all terms in (42)-(44) in our numerical analysis. As
shown in eq. (5), the down-type Yukawa matrix is o↵-diagonal at the EW scale. However,
in order to examine physical processes, a basis change to the mass basis has to be
performed, as in eq. (2). This concludes the evolution of the down-type Yukawa matrix
from the NP scale down to µEW. In short, Yd started by construction from a diagonal
form at the high scale ⇤, became o↵-diagonal at the EW scale through RGE e↵ects
and is finally diagonalized at the EW scale. We refer to the latter diagonalization as
back-rotation to the down-basis.

3 SMEFT Wilson coe�cients at the EW scale

We are now in a position to discuss the running of the SMEFT Wilson coe�cients to-
gether with the Yukawa matrices. The evolution of the Wilson coe�cients down to the
EW scale proceeds in two steps which are shown in Fig. 1 and described in the following:

Step 1: The Wilson coe�cients are evolved from the high scale ⇤ down to the EW
scale µEW using the full SMEFT RG equations. In the LL approximation one finds3

⇥ eCa(µEW)
⇤
ij

=
⇥
Ca(⇤)

⇤
ij

+
(�ab)ijkl

16⇡2
ln
⇣µEW

⇤

⌘⇥
Cb(⇤)

⇤
kl

, (7)

where a, b label di↵erent Wilson coe�cients, i, j, k, l are flavour indices and � denotes
the �-function of the corresponding Wilson coe�cient. The tilde (⇠) on the left-hand
side of eq. (7) denotes the fact that Wilson coe�cients at the EW scale are not in the
down-basis anymore, but in a shifted-down basis which we will call the tilde-basis. As
explained in the previous section, this is due to the o↵-diagonal Yukawa elements gen-
erated through the running from ⇤ to µEW. Furthermore, it is important to note that
due to the RG evolution governed by Yukawa couplings, the flavour indices at the EW
scale can be di↵erent from the ones at the NP scale. As we are interested in flavour
observables in the down-sector, the next step consists of changing from the tilde-basis eCi
back to the down-basis Ci:

Step 2: At the EW scale, the Wilson coe�cients eCa(µEW) are rotated back to the
down-basis: ⇥

Ca(µEW)
⇤
ij

= U †
ik

⇥ eCa(µEW)
⇤
kl

Ulj , (8)

3A similar expression exists for four-fermi operators with four flavour indices.
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4 Yukawa running and flavour observables 6

Evolving the down-basis Yukawa matrices from ⇤ = 3 TeV down to the EW scale
one finds for the down-type rotation matrices

UdR =

0

@
�0.93 + 0.37i 1.6 · 10�6 + 2.5 · 10�8 i �7.2 · 10�7

�1.1 · 10�6 + 1.1 · 10�6 i �0.93 + 0.37i 6.2 · 10�5
� 2.6 · 10�5 i

5.2 · 10�7
� 5 · 10�7 i �6.3 · 10�5 + 2.4 · 10�5 i �0.93 + 0.37i

1

A ,

(10)

UdL =

0

@
�0.93 + 0.37i 1.6 · 10�5 + 2.5 · 10�7 i �3.8 · 10�4

�1.2 · 10�5 + 1.1 · 10�5 i �0.93 + 0.37i 1.6 · 10�3
� 6.7 · 10�4 i

2.7 · 10�4
� 2.6 · 10�4 i �1.6 · 10�3 + 6.1 · 10�4 i �0.93 + 0.37 i

1

A .

(11)

The rotation matrix UuL is fixed through the relation V = U †
uLUdL and UeL as well as

UeR are identity matrices, assuming there are no right-handed neutrinos. The following
comments on the rotation matrices in eqs.(10)-(11) are in order:

• Several o↵-diagonal elements in UdL are of the same order as sb

RGE
⇡ 9 · 10�4

�

2 · 10�5i, the typical suppression factor resulting from the dominant top-Yukawa
running.

• Even though in general the largest elements of UdR are roughly one order of mag-
nitude smaller than the corresponding RGE factors, they can still have a large
influence. The impact of UdR depends on the Wilson coe�cient in question and
on the considered low energy process. For instance, there are examples where the
top-Yukawa running e↵ect vanishes and therefore back-rotation generates the only
suppression.

• The elements of the rotation matrices are in general complex. This implies that
complex Wilson coe�cients can be generated at the EW scale, albeit starting with
real coe�cients at the high scale ⇤.

4 Yukawa running and flavour observables

Several operators in the Warsaw basis contribute to flavour observables in the down-
sector, which we collect in Tab. 1. In the following we examine their impact due to
back-rotation by studying several examples of flavour violating processes. Furthermore,
the e↵ects of back-rotation and RG running are compared to each other. We assume the
considered Wilson coe�cients to be in the down-basis at the high scale of ⇤ = 3 TeV.
From there the complete one-loop RGE SMEFT running down to the EW scale is taken
into account. Next the back-rotation is performed to have the Wilson coe�cients in
the down-basis. After the tree-level matching onto WET the Wilson coe�cients are
scaled further down to the characteristic scale µLow of the considered process. Also in
WET, the complete one-loop running is taken into account. The running and matching
is performed using the python package wilson [15]. The full procedure is visualized in
Fig. 1. For convenience we report for all considered Wilson coe�cients numerical values
for the back-rotation and LL e↵ects in appendix. B.
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Figure 1: The RG running of the down-basis SMEFT Wilson coe�cients from the new
physics scale ⇤ to the EW scale µEW is shown. Down-type Yukawa running generates
a tilde-basis (eCa), which has to be rotated back to the down-basis (Ca) at the EW scale.
Subsequently, the Wilson coe�cients are matched onto the WET and further evolved
down to lower scales (µLow) to estimate flavour observables.
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compare to

The resulting NP bounds derived from (e.g.) ΔF=2 or b->sll processes are very important!

At EW scale,  Yukawa (and Wilson Coefficients) must be re-
rotated to (physical) fermion mass-eigenstates! 

LL RGE evolution for Yukawa and Wilson Coefficients known:
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Applications:  CKM Fits?
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We can now determine the most appropriate observables for the determination of the

CKM parameters. Concerning observables sensitive (only) to λ, condition #2 suggests to

disfavour D and Ds meson decays compared to K decays. The latter are measured with

a better accuracy and thus exhibit better sensitivity to λ. One technical complication,

however, arises due to the dependence of the leptonic K decays on the decay constant fK+ ,

as its most recent determinations rely on the “experimental” value of fπ from π → µν

to set the reference scale in the lattice QCD calculations [38]. This reintroduces an SM

assumption (i.e., that the pion leptonic decay is completely dominated by SM contributions)

that is not appropriate for a general analysis in the SMEFT setup [11]. To avoid this

complication, we take the ratio Γ(K → µν̄) to Γ(π → µν̄) as our input observable, as

the lattice determinations of fK+/fπ+ are free from this problem (and known with higher

accuracy). Concerning the parameter A, we may consider observables sensitive to Vub, Vcb,

Vtd, or Vts, while the highest sensitivity to ρ̄ and η̄ comes from Vub and Vtd. All in all, the

remaining observables satisfying our criteria and sensitive to these three CKM parameters

are B → τν (for Vub), ∆Md (for Vtd), and ∆Ms (for Vts).

This leaves us with the following set of input observables that we consider optimal:

Γ(K → µνµ)/Γ(π → µνµ), Γ(B → τντ ), ∆Md, ∆Ms. (3.10)

These four observables indeed obey the criteria listed above. In section 4 we will show

that they provide an accurate determination of the four Wolfenstein parameters W̃j in the

generic SMEFT case, with only a moderate loss of accuracy compared the SM case. One

should stress that our choice is not set in stone, and some variations on the input observables

are of course possible, similarly to different input schemes used in EW precision physics.

Furthermore, we emphasise that the “optimal choice” may vary over time. For example, if

the inclusive-vs-exclusive tensions for b→ c or b→ u transitions disappear, or (theoretical

or experimental) progress is achieved in some of the flavour transitions that we dismissed,

our input observables may need to be appropriately reconsidered.

Summarizing, our approach to constraining NP in the SMEFT using flavour observ-

ables adheres to the following algorithm:

1. We identify the dependence of the input observables Oinput
i in eq. (3.10) on the

LEFT Wilson coefficients Lk and, given the LEFT-to-SMEFT map, on the Wilson

coefficients of dimension-six operators in the SMEFT Ck:

Oinput
i = Oinput

i,SM (Wj)
[
(1 + f(Lk)

]
= Oinput

i,SM (Wj)
[
1 + g(Ck)

]
, (3.11)

where we keep the dependence of the f and g functions on the CKM parameters

Wj ≡ {λ, A, ρ̄, η̄} as implicit.

2. We define the parameters W̃j ≡ {λ̃, Ã, ρ̃, η̃} by

W̃j = Wj

(
1 +

δWj

Wj

)
, (3.12)

where δWj/Wj are functions of the LEFT (or SMEFT) Wilson coefficients. They

are defined such that the input observables depend explicitly only on W̃j in a way
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Formally, Vix has a weak index i = {1, 2, 3} and a mass-eigenstate index x = {d, s, b} [22].

Since in our convention the weak and mass bases for up-type quarks are the same, it holds

that V1x = Vux, V2x = Vcx and V3x = Vtx, and from now on we can use Vrx with both

mass-eigenstates indices r = u, c, t and x = d, s, b. In this article we use the Wolfenstein

parameterization for V :

V =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb





=




1− 1

2λ
2− 1

8λ
4 λ Aλ3(1+ 1

2λ
2)(ρ̄−iη̄)

−λ+A2λ5(12−ρ̄−iη̄) 1− 1
2λ

2− 1
8λ

4(1+4A2) Aλ2

Aλ3(1−ρ̄−iη̄) −Aλ2+Aλ4(12−ρ̄−iη̄) 1− 1
2A

2λ4



+O(λ6) . (2.6)

We refer to the unitary matrix V as the CKM matrix. Its definition is affected by the pres-

ence of certain dimension-six operators, cf. eq. (2.3). Moreover, and contrary to the SM,

the flavour structure of charged currents is not uniquely determined by the CKM matrix,

but is also affected by the presence of dimension-six operators with generic flavour struc-

ture.2 In the following we discuss the consistent extraction of V from flavour observables

within the general context of the SMEFT.

2.2 Effective theory below the EW scale

While it is possible that, in the future, precision high-energy measurements at the EW scale

might be used to extract the parameters of the CKM matrix (see e.g. [23]), low-energy

flavour-violating observables remain currently the best window to CKM physics. These

observables are calculated in an effective theory where particles with EW-scale masses

have been integrated out [22, 24–26]. Low-energy flavour observables probe directly the

Wilson coefficients of the operators in this Low-energy EFT (LEFT) at the appropriate

hadronic scale, which can be related to the SMEFT through RGE together with a matching

at the EW scale.

In this article we will use the LEFT basis and notation of ref. [22]:

LLEFT = LQED+QCD +
∑

i

LiO(5,6)
i + · · · , (2.7)

where we have kept lepton- and baryon-number conserving operators of dimension five

and six, O(5,6)
i , with Li denoting the respective Wilson coefficients. For B physics, this

EFT includes all quarks and leptons except the top quark [26], while for physics at lower

energies one may integrate out additional fields such as the b quark. Anticipating the

relevant observables that will be chosen in section 3.3 to fix the CKM matrix, we focus on

the semileptonic and ∆F = 2 operators (mediating d → uµ−ν̄µ, s → uµ−ν̄µ, b → uτ−ν̄τ
transitions as well as Bd and Bs mixings). The relevant LEFT operators are collected for

convenience in table 1.
2A tacit assumption throughout this article is that the numerical values of the Wolfenstein parameters

in the SMEFT are not far from the ones determined in the SM context; in particular that λ is small enough

to serve as an expansion parameter in eq. (2.6).
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A complication is that the ratio of the interfering amplitudes is very small, rDfi = A(B0 æ
D

+
fi

≠)/A(B0 æ D
+

fi
≠) = O(0.01) (and similarly for rDúfi and rDfl), and therefore it has not

been possible to measure it. To obtain 2— + “, SU(3) flavor symmetry and dynamical assump-
tions have been used to relate A(B0 æ D

≠
fi

+) to A(B0 æ D
≠
s fi

+), so this measurement is not
model independent at present. Combining the D

±
fi

û, D
ú±

fi
û and D

±
fl

û measurements [126] gives
sin(2— + “) > 0.68 at 68% CL [112], consistent with the previously discussed results for — and “.

12.4 Global fit in the Standard Model
Using the independently measured CKM elements mentioned in the previous sections, the uni-

tarity of the CKM matrix can be checked. We obtain |Vud|2 + |Vus|2 + |Vub|2 = 0.9985 ± 0.0005 (1st
row), |Vcd|2 + |Vcs|2 + |Vcb|2 = 1.025 ± 0.022 (2nd row), |Vud|2 + |Vcd|2 + |Vtd|2 = 0.9970 ± 0.0018 (1st
column), and |Vus|2+|Vcs|2+|Vts|2 = 1.026±0.022 (2nd column), respectively. Due to the recent re-
duction of the value of |Vud|, there is a 3‡ tension with unitarity in the 1st row, leading also to poor
consistency of the SM fit below. The uncertainties in the second row and column are dominated by
that of |Vcs|. For the second row, another check is obtained from the measurement of

q
u,c,d,s,b |Vij |2

in Sec. 12.2.4, minus the sum in the first row above: |Vcd|2 + |Vcs|2 + |Vcb|2 = 1.002 ± 0.027. These
provide strong tests of the unitarity of the CKM matrix. With the significantly improved direct
determination of |Vtb|, the unitarity checks for the third row and column have also become fairly
precise, leaving decreasing room for mixing with other states. The sum of the three angles of the
unitarity triangle, – + — + “ =

!
179+7

≠6
"¶, is also consistent with the SM expectation.

The CKM matrix elements can be most precisely determined using a global fit to all available
measurements and imposing the SM constraints (i.e., three generation unitarity). The fit must also
use theory predictions for hadronic matrix elements, which sometimes have significant uncertainties.
There are several approaches to combining the experimental data. CKMfitter [6,112] and Ref. [127]
(which develops [128,129] further) use frequentist statistics, while UTfit [113,130] uses a Bayesian
approach. These approaches provide similar results.

The constraints implied by the unitarity of the three generation CKM matrix significantly
reduce the allowed range of some of the CKM elements. The fit for the Wolfenstein parameters
defined in Eq. (12.4) gives

⁄ = 0.22650 ± 0.00048 , A = 0.790+0.017
≠0.012 ,

fl̄ = 0.141+0.016
≠0.017 , ÷̄ = 0.357 ± 0.011 . (12.26)

These values are obtained using the method of Refs. [6,112]. Using the prescription of Refs. [113,130]
gives ⁄ = 0.22658 ± 0.00044, A = 0.818 ± 0.012, fl̄ = 0.139 ± 0.014, ÷̄ = 0.356 ± 0.010 [131]. The fit
results for the magnitudes of all nine CKM elements are

VCKM =

Q

ca
0.97401 ± 0.00011 0.22650 ± 0.00048 0.00361+0.00011

≠0.00009
0.22636 ± 0.00048 0.97320 ± 0.00011 0.04053+0.00083

≠0.00061
0.00854+0.00023

≠0.00016 0.03978+0.00082
≠0.00060 0.999172+0.000024

≠0.000035

R

db , (12.27)

and the Jarlskog invariant is J =
!
3.00+0.15

≠0.09
"

◊ 10≠5. The parameters in Eq. (12.3) are

sin ◊12 = 0.22650 ± 0.00048 , sin ◊13 = 0.00361+0.00011
≠0.00009 ,

sin ◊23 = 0.04053+0.00083
≠0.00061 , ” = 1.196+0.045

≠0.043 . (12.28)

Fig. 12.2 illustrates the constraints on the fl̄, ÷̄ plane from various measurements, and the global
fit result. The CL of each of the shaded regions was increased from 95% to 99% for this edition,
because the reduction in |Vud| discussed above leads to poor consistency between the fit result (for
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12.1 Introduction
The masses and mixings of quarks have a common origin in the Standard Model (SM). They

arise from the Yukawa interactions with the Higgs condensate,

LY = ≠Y
d

ij Q
I
Li „ d

I
Rj ≠ Y

u
ij Q

I
Li ‘ „

ú
u

I
Rj + h.c., (12.1)

where Y
u,d are 3◊3 complex matrices, „ is the Higgs field, i, j are generation labels, and ‘ is the 2◊2

antisymmetric tensor. Q
I
L are left-handed quark doublets, and d

I
R and u

I
R are right-handed down-

and up-type quark singlets, respectively, in the weak-eigenstate basis. When „ acquires a vacuum
expectation value, È„Í = (0, v/

Ô
2), Eq. (12.1) yields mass terms for the quarks. The physical states

are obtained by diagonalizing Y
u,d by four unitary matrices, V

u,d
L,R, as M

f
diag = V

f
L Y

f
V

f†

R (v/
Ô

2),
f = u, d. As a result, the charged-current W

± interactions couple to the physical uLj and dLk

quarks with couplings given by

≠gÔ
2

(uL, cL, tL)“µ
W

+
µ VCKM

Q

ca
dL

sL

bL

R

db + h.c., VCKM © V
u

L V
d

L
† =

Q

ca
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

R

db . (12.2)

This Cabibbo-Kobayashi-Maskawa (CKM) matrix [1, 2] is a 3 ◊ 3 unitary matrix. It can be
parameterized by three mixing angles and the CP -violating KM phase [2]. Of the many possible
conventions, a standard choice has become [3]

VCKM =

Q

ca
1 0 0
0 c23 s23
0 ≠s23 c23

R

db

Q

ca
c13 0 s13e

≠i”

0 1 0
≠s13e

i” 0 c13

R

db

Q

ca
c12 s12 0

≠s12 c12 0
0 0 1

R

db

=

Q

ca
c12c13 s12c13 s13e

≠i”

≠s12c23 ≠ c12s23s13e
i”

c12c23 ≠ s12s23s13e
i”

s23c13
s12s23 ≠ c12c23s13e

i” ≠c12s23 ≠ s12c23s13e
i”

c23c13

R

db , (12.3)

where sij = sin ◊ij , cij = cos ◊ij , and ” is the phase responsible for all CP -violating phenomena in
flavor-changing processes in the SM. The angles ◊ij can be chosen to lie in the first quadrant, so
sij , cij Ø 0.

It is known experimentally that s13 π s23 π s12 π 1, and it is convenient to exhibit this
hierarchy using the Wolfenstein parameterization. We define [4–6]

s12 = ⁄ = |Vus|


|Vud|2 + |Vus|2
, s23 = A⁄

2 = ⁄

----
Vcb

Vus

---- ,

s13e
i” = V

ú

ub = A⁄
3(fl + i÷) = A⁄

3(fl̄ + i÷̄)
Ô

1 ≠ A2⁄4
Ô

1 ≠ ⁄2 [1 ≠ A2⁄4(fl̄ + i÷̄)]
. (12.4)

These relations ensure that fl̄ + i÷̄ = ≠(VudV
ú

ub)/(VcdV
ú

cb) is phase convention independent, and the
CKM matrix written in terms of ⁄, A, fl̄, and ÷̄ is unitary to all orders in ⁄. The definitions of fl̄, ÷̄

reproduce all approximate results in the literature; i.e., fl̄ = fl(1≠⁄
2
/2+. . .) and ÷̄ = ÷(1≠⁄

2
/2+. . .),

and one can write VCKM to O(⁄4) either in terms of fl̄, ÷̄ or, traditionally,

VCKM =

Q

ca
1 ≠ ⁄

2
/2 ⁄ A⁄

3(fl ≠ i÷)
≠⁄ 1 ≠ ⁄

2
/2 A⁄

2

A⁄
3(1 ≠ fl ≠ i÷) ≠A⁄

2 1

R

db + O(⁄4) . (12.5)
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We can now determine the most appropriate observables for the determination of the

CKM parameters. Concerning observables sensitive (only) to λ, condition #2 suggests to

disfavour D and Ds meson decays compared to K decays. The latter are measured with

a better accuracy and thus exhibit better sensitivity to λ. One technical complication,

however, arises due to the dependence of the leptonic K decays on the decay constant fK+ ,

as its most recent determinations rely on the “experimental” value of fπ from π → µν

to set the reference scale in the lattice QCD calculations [38]. This reintroduces an SM

assumption (i.e., that the pion leptonic decay is completely dominated by SM contributions)

that is not appropriate for a general analysis in the SMEFT setup [11]. To avoid this

complication, we take the ratio Γ(K → µν̄) to Γ(π → µν̄) as our input observable, as

the lattice determinations of fK+/fπ+ are free from this problem (and known with higher

accuracy). Concerning the parameter A, we may consider observables sensitive to Vub, Vcb,

Vtd, or Vts, while the highest sensitivity to ρ̄ and η̄ comes from Vub and Vtd. All in all, the

remaining observables satisfying our criteria and sensitive to these three CKM parameters

are B → τν (for Vub), ∆Md (for Vtd), and ∆Ms (for Vts).

This leaves us with the following set of input observables that we consider optimal:

Γ(K → µνµ)/Γ(π → µνµ), Γ(B → τντ ), ∆Md, ∆Ms. (3.10)

These four observables indeed obey the criteria listed above. In section 4 we will show

that they provide an accurate determination of the four Wolfenstein parameters W̃j in the

generic SMEFT case, with only a moderate loss of accuracy compared the SM case. One

should stress that our choice is not set in stone, and some variations on the input observables

are of course possible, similarly to different input schemes used in EW precision physics.

Furthermore, we emphasise that the “optimal choice” may vary over time. For example, if

the inclusive-vs-exclusive tensions for b→ c or b→ u transitions disappear, or (theoretical

or experimental) progress is achieved in some of the flavour transitions that we dismissed,

our input observables may need to be appropriately reconsidered.

Summarizing, our approach to constraining NP in the SMEFT using flavour observ-

ables adheres to the following algorithm:

1. We identify the dependence of the input observables Oinput
i in eq. (3.10) on the

LEFT Wilson coefficients Lk and, given the LEFT-to-SMEFT map, on the Wilson

coefficients of dimension-six operators in the SMEFT Ck:

Oinput
i = Oinput

i,SM (Wj)
[
(1 + f(Lk)

]
= Oinput

i,SM (Wj)
[
1 + g(Ck)

]
, (3.11)

where we keep the dependence of the f and g functions on the CKM parameters

Wj ≡ {λ, A, ρ̄, η̄} as implicit.

2. We define the parameters W̃j ≡ {λ̃, Ã, ρ̃, η̃} by

W̃j = Wj

(
1 +

δWj

Wj

)
, (3.12)

where δWj/Wj are functions of the LEFT (or SMEFT) Wilson coefficients. They

are defined such that the input observables depend explicitly only on W̃j in a way
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Vtd, or Vts, while the highest sensitivity to ρ̄ and η̄ comes from Vub and Vtd. All in all, the

remaining observables satisfying our criteria and sensitive to these three CKM parameters

are B → τν (for Vub), ∆Md (for Vtd), and ∆Ms (for Vts).

This leaves us with the following set of input observables that we consider optimal:

Γ(K → µνµ)/Γ(π → µνµ), Γ(B → τντ ), ∆Md, ∆Ms. (3.10)

These four observables indeed obey the criteria listed above. In section 4 we will show

that they provide an accurate determination of the four Wolfenstein parameters W̃j in the

generic SMEFT case, with only a moderate loss of accuracy compared the SM case. One

should stress that our choice is not set in stone, and some variations on the input observables

are of course possible, similarly to different input schemes used in EW precision physics.

Furthermore, we emphasise that the “optimal choice” may vary over time. For example, if

the inclusive-vs-exclusive tensions for b→ c or b→ u transitions disappear, or (theoretical

or experimental) progress is achieved in some of the flavour transitions that we dismissed,

our input observables may need to be appropriately reconsidered.

Summarizing, our approach to constraining NP in the SMEFT using flavour observ-

ables adheres to the following algorithm:

1. We identify the dependence of the input observables Oinput
i in eq. (3.10) on the

LEFT Wilson coefficients Lk and, given the LEFT-to-SMEFT map, on the Wilson

coefficients of dimension-six operators in the SMEFT Ck:

Oinput
i = Oinput

i,SM (Wj)
[
(1 + f(Lk)

]
= Oinput

i,SM (Wj)
[
1 + g(Ck)

]
, (3.11)

where we keep the dependence of the f and g functions on the CKM parameters

Wj ≡ {λ, A, ρ̄, η̄} as implicit.

2. We define the parameters W̃j ≡ {λ̃, Ã, ρ̃, η̃} by

W̃j = Wj

(
1 +

δWj

Wj

)
, (3.12)

where δWj/Wj are functions of the LEFT (or SMEFT) Wilson coefficients. They

are defined such that the input observables depend explicitly only on W̃j in a way
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similar to the SM expression and involving no additional LEFT or SMEFT Wilson

coefficients:

Oinput
i = Oinput

i,SM (W̃j) . (3.13)

3. We extract the numerical value of the tilde parameters W̃j using eq. (3.13) along with

the necessary experimental and theoretical inputs (as described above), keeping full

track of correlations. These values, their correlated uncertainties, and the contribu-

tion from BSM operators, given in eq. (3.12), will be the main result of this work.

4. At this point we can translate any other flavour measurement, Oα, into a model-

independent NP constraint:

Oα = Oα,SM(Wj) + δOdirect
α,NP = Oα,SM(W̃j) + δOindirect

α,NP + δOdirect
α,NP , (3.14)

where δOdirect
α,NP stands for a combination of Wilson coefficients contributing directly

to the observable, and the indirect contribution is5

δOindirect
α,NP = −∂Oα,SM

∂Wi
δWi + O(Λ−4). (3.15)

Eq. (3.14) is the flavour analogue of eq. (3.8) relevant for EW precision observables.

Once the tilde Wolfenstein parameters have been determined, it is convenient to in-

troduce the tilde CKM matrix Ṽ . Given the SM expression V (λ, A, ρ̄, η̄) in eq. (2.6), we

define Ṽ by

Ṽ ≡ V (λ̃, Ã, ρ̃, η̃). (3.16)

The elements of this matrix can be used to calculate the numerical SM predictions for

observables depending on the CKM parameters. The NP effects included in them should

be taken into account through the method described above. The Ṽ matrix defined above

is unitary by construction. This does not entail any loss of generality, because we do not

define the nine elements of Ṽ as the elements extracted from nine different measurements

(such matrix would not be unitary in the SMEFT). Unitarity is a key and necessary

ingredient, since we only have four independent CKM parameters to fix, and thus we only

need to “lose” four measurements (and not nine) to fix them. Any additional observable

becomes in this way a NP probe, as it should be.

A last comment is in order concerning the choice of the hadronic inputs related to these

observables. Lattice QCD provides a self-consistent theoretical framework to compute these

inputs in global CKM analysis, but it still requires phenomenological inputs to determine

the values of the parameters of the Lagrangian: the quark masses and the strong coupling

constant (i.e. the lattice scale in physical units). However, as discussed above for fK ,

the “experimental” value of fπ from π → µν is often used to set the scale in the lattice

5These expressions are valid at the linear order in the NP contributions. In general eq. (3.14) contains

also higher order terms in δWi, or cross terms of order δWi × δOdirect
α,NP that should be included if one wants

to trace NP effects beyond the leading order.
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4. At this point we can translate any other flavour measurement, Oα, into a model-

independent NP constraint:

Oα = Oα,SM(Wj) + δOdirect
α,NP = Oα,SM(W̃j) + δOindirect

α,NP + δOdirect
α,NP , (3.14)

where δOdirect
α,NP stands for a combination of Wilson coefficients contributing directly

to the observable, and the indirect contribution is5

δOindirect
α,NP = −∂Oα,SM

∂Wi
δWi + O(Λ−4). (3.15)

Eq. (3.14) is the flavour analogue of eq. (3.8) relevant for EW precision observables.

Once the tilde Wolfenstein parameters have been determined, it is convenient to in-

troduce the tilde CKM matrix Ṽ . Given the SM expression V (λ, A, ρ̄, η̄) in eq. (2.6), we

define Ṽ by

Ṽ ≡ V (λ̃, Ã, ρ̃, η̃). (3.16)

The elements of this matrix can be used to calculate the numerical SM predictions for

observables depending on the CKM parameters. The NP effects included in them should
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is unitary by construction. This does not entail any loss of generality, because we do not
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(such matrix would not be unitary in the SMEFT). Unitarity is a key and necessary
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5These expressions are valid at the linear order in the NP contributions. In general eq. (3.14) contains

also higher order terms in δWi, or cross terms of order δWi × δOdirect
α,NP that should be included if one wants

to trace NP effects beyond the leading order.
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We can now determine the most appropriate observables for the determination of the

CKM parameters. Concerning observables sensitive (only) to λ, condition #2 suggests to

disfavour D and Ds meson decays compared to K decays. The latter are measured with

a better accuracy and thus exhibit better sensitivity to λ. One technical complication,

however, arises due to the dependence of the leptonic K decays on the decay constant fK+ ,

as its most recent determinations rely on the “experimental” value of fπ from π → µν

to set the reference scale in the lattice QCD calculations [38]. This reintroduces an SM

assumption (i.e., that the pion leptonic decay is completely dominated by SM contributions)

that is not appropriate for a general analysis in the SMEFT setup [11]. To avoid this

complication, we take the ratio Γ(K → µν̄) to Γ(π → µν̄) as our input observable, as

the lattice determinations of fK+/fπ+ are free from this problem (and known with higher

accuracy). Concerning the parameter A, we may consider observables sensitive to Vub, Vcb,

Vtd, or Vts, while the highest sensitivity to ρ̄ and η̄ comes from Vub and Vtd. All in all, the

remaining observables satisfying our criteria and sensitive to these three CKM parameters

are B → τν (for Vub), ∆Md (for Vtd), and ∆Ms (for Vts).

This leaves us with the following set of input observables that we consider optimal:

Γ(K → µνµ)/Γ(π → µνµ), Γ(B → τντ ), ∆Md, ∆Ms. (3.10)

These four observables indeed obey the criteria listed above. In section 4 we will show

that they provide an accurate determination of the four Wolfenstein parameters W̃j in the

generic SMEFT case, with only a moderate loss of accuracy compared the SM case. One

should stress that our choice is not set in stone, and some variations on the input observables

are of course possible, similarly to different input schemes used in EW precision physics.

Furthermore, we emphasise that the “optimal choice” may vary over time. For example, if

the inclusive-vs-exclusive tensions for b→ c or b→ u transitions disappear, or (theoretical

or experimental) progress is achieved in some of the flavour transitions that we dismissed,

our input observables may need to be appropriately reconsidered.

Summarizing, our approach to constraining NP in the SMEFT using flavour observ-

ables adheres to the following algorithm:

1. We identify the dependence of the input observables Oinput
i in eq. (3.10) on the

LEFT Wilson coefficients Lk and, given the LEFT-to-SMEFT map, on the Wilson

coefficients of dimension-six operators in the SMEFT Ck:

Oinput
i = Oinput

i,SM (Wj)
[
(1 + f(Lk)

]
= Oinput

i,SM (Wj)
[
1 + g(Ck)

]
, (3.11)

where we keep the dependence of the f and g functions on the CKM parameters

Wj ≡ {λ, A, ρ̄, η̄} as implicit.

2. We define the parameters W̃j ≡ {λ̃, Ã, ρ̃, η̃} by

W̃j = Wj

(
1 +

δWj

Wj

)
, (3.12)

where δWj/Wj are functions of the LEFT (or SMEFT) Wilson coefficients. They

are defined such that the input observables depend explicitly only on W̃j in a way
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CKMfitter (SM) [14] UTfit (SM) [15] This work (SMEFT)

λ = 0.224747+0.000254
−0.000059 λ = 0.2250± 0.0005 λ̃ = 0.22537± 0.00046

A = 0.8403+0.0056
−0.0201 A = 0.826± 0.012 Ã = 0.828± 0.021

ρ̄ = 0.1577+0.0096
−0.0074 ρ̄ = 0.148± 0.013 ρ̃ = 0.194± 0.024

η̄ = 0.3493+0.0095
−0.0071 η̄ = 0.348± 0.010 η̃ = 0.391± 0.048

Table 3. Results for the Wolfenstein parameters W̃i extracted here compared to the Wolfenstein
parameters extracted from the canonical SM fits.

to the SM fits using a much larger set of observables.9 Nevertheless, in most physical

applications the error bars of our tilde parameters will be anyway a subleading effect

compared to other sources of experimental or theoretical uncertainties (as illustrated in

a few concrete examples in the next section). On the other hand our tilde parameters

can be consistently used for generic NP frameworks described by the SMEFT, unlike the

results of the SM fits. We remark that our input observables allow other solutions than

the one displayed in eq. (4.16); in particular, there is another solution with the opposite

sign of η̃. This discrete ambiguity will lead to “mirror solutions” in global fits, where the

CKM parameters differ significantly from the ones obtained in the SM context, but the

resulting shift of precisely measured flavour observables is canceled by a relatively large

(and fine-tuned) contribution from SMEFT Wilson coefficients. In this article we will not

discuss the mirror solutions any further, and focus on the SM-like solution in eq. (4.16)

where the NP effects are subleading compared to the SM contributions.

With the likelihood function in eq. (4.16) we find the following 1σ intervals for the

elements of the tilde CKM matrix defined in eq. (3.16):

Ṽ =




0.97428(11) 0.22537(46) 0.00189(23)−i 0.00380(45)

−0.22524(46)−i 0.000156(19) 0.97340(12) 0.0421(11)

0.00764(34)−i 0.00370(44) −0.0414(10)−i 0.00083(10) 0.999114(45)



.

(4.21)

We do not give here the (non-trivial) correlations between the various tilde CKM elements,

but they are encoded in the likelihood in eq. (4.16). The NP effects absorbed in these

CKM elements should be taken into account through the method described in section 3.3;

see section 5.2 for an example. The numerical form of the matrix Ṽ is given here for

illustration purposes only: ideally one should always express all CKM input in terms

of Wolfenstein parameters if one wishes to use the approach and results of this paper

appropriately, including correlations.

9The difference of precision between our determination of λ̃ and the SM CKMfitter determination of λ

is partially due to the use of a larger set of constraints in the latter case, but mainly due to current internal

tensions between some of the constraints on λ (within the SM), which generate a smaller error on λ in the

CKMfitter statistical approach. Compared to UTfit, we obtain a more precise λ̃ because we use the new

FLAG average for fK/fπ [38].
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5 Applications

In this section we discuss through a few examples how to use the tilde parameters to

analyze, in a consistent fashion, other flavour processes and set bounds on NP.

5.1 Leptonic decays of pions and D mesons

Consider the pion decay π → µν. The goal is to compare the precisely measured branching

fraction to the SM predictions so as to place constraints on effective interactions beyond

the SM. The SM prediction is proportional to |Vud|. In the presence of generic NP we

cannot use |Vud| determined by fits performed in the SM context, such as the ones provided

by CKMfitter or the PDG, as the observables used in those analyses may themselves be

affected by new physics, which might even have the same underlying effective operators.

Instead, we can use our results in eq. (4.16) where the NP effects have been absorbed

into the definition of the tilde parameters. All we need to do is to express the theoretical

prediction for B(π → µν) in terms of λ̃ defined in eq. (4.17).

The π → µν decay width can thus be written as

Γ(π → µν) =

∣∣∣∣∣1−
λ̃2

2
− λ̃4

8

∣∣∣∣∣

2
f2
π±mπ±m2

µ

16πṽ4

(
1−

m2
µ

m2
π±

)2

(1 + δπµ)
[
1 + ∆̃πµ2

]
, (5.1)

where the decay constant is fπ± = 130.2(8)MeV (from the average of ref. [38] with a

lattice scale set using QCD observables [53–55]), the electromagnetic radiative corrections

are encoded in δπµ = 0.0176(21) [39], and ∆̃πµ2 is given by

∆̃πµ2 = 2Re(εµudA )−
2m2

π±

(mu +md)mµ
Re(εµudP ) + 4

δv

v
+ 2λ̃(1 + λ̃2)δλ+O(Λ−4, λ̃6) . (5.2)

The NP quantities εµudA,P , δv/v and δλ have been defined in eqs. (4.3), (3.7), (4.17). The

terms proportional to δλ are due to NP affecting the observables used to determine the

CKM parameters in our approach; note that they depend on the same Wilson coefficients

that also enter into εµudA,P . Their effect is to change the linear combination of Wilson co-

efficients ∆̃πµ2 probed by π → µν decays. Given the current experimental measurement,

B(π → µν) = 0.9998770(4) [5], combined with τπ = 2.6033(5) · 10−8s, we obtain the

following constraints on the linear combinations of Wilson coefficients in eq. (5.2):

∆̃πµ2 = 0.004± 0.013. (5.3)

The error is totally dominated by the lattice uncertainty on fπ± . The error of our deter-

mination of λ̃ in eq. (4.16) is completely negligible for this constraint.

Up to small O(λ4) corrections, the CKM elements Vud,us,cd,cs are only functions of

λ in the Wolfenstein parameterization. Thus, besides pion decays, there is a long list of

observables which are only functions of λ and NP parameters. A global fit to d→ u'ν and

d → u'ν transitions was performed ref. [11], where simultaneous constraints were derived

on λ and the relevant LEFT Wilson coefficients. We note that such a global approach
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(
1−

m2
µ

m2
π±

)2

(1 + δπµ)
[
1 + ∆̃πµ2

]
, (5.1)

where the decay constant is fπ± = 130.2(8)MeV (from the average of ref. [38] with a

lattice scale set using QCD observables [53–55]), the electromagnetic radiative corrections

are encoded in δπµ = 0.0176(21) [39], and ∆̃πµ2 is given by

∆̃πµ2 = 2Re(εµudA )−
2m2

π±

(mu +md)mµ
Re(εµudP ) + 4

δv

v
+ 2λ̃(1 + λ̃2)δλ+O(Λ−4, λ̃6) . (5.2)

The NP quantities εµudA,P , δv/v and δλ have been defined in eqs. (4.3), (3.7), (4.17). The

terms proportional to δλ are due to NP affecting the observables used to determine the

CKM parameters in our approach; note that they depend on the same Wilson coefficients

that also enter into εµudA,P . Their effect is to change the linear combination of Wilson co-

efficients ∆̃πµ2 probed by π → µν decays. Given the current experimental measurement,

B(π → µν) = 0.9998770(4) [5], combined with τπ = 2.6033(5) · 10−8s, we obtain the

following constraints on the linear combinations of Wilson coefficients in eq. (5.2):

∆̃πµ2 = 0.004± 0.013. (5.3)

The error is totally dominated by the lattice uncertainty on fπ± . The error of our deter-

mination of λ̃ in eq. (4.16) is completely negligible for this constraint.

Up to small O(λ4) corrections, the CKM elements Vud,us,cd,cs are only functions of

λ in the Wolfenstein parameterization. Thus, besides pion decays, there is a long list of

observables which are only functions of λ and NP parameters. A global fit to d→ u'ν and

d → u'ν transitions was performed ref. [11], where simultaneous constraints were derived

on λ and the relevant LEFT Wilson coefficients. We note that such a global approach

– 19 –

+

(e.g)

Formalism with flavored geoSMEFT can potentially push fits to higher order in v/Λ.

Of relevance to potential Cabibbo Angle Anomaly — see e.g. 2109.06065.

As expected, reabsorption of BSM effects into ‘SM’ parameters leads to non-trivial bounds on NP 
when calculating other flavored processes:

J
H
E
P
0
5
(
2
0
1
9
)
1
7
2

5 Applications

In this section we discuss through a few examples how to use the tilde parameters to

analyze, in a consistent fashion, other flavour processes and set bounds on NP.

5.1 Leptonic decays of pions and D mesons

Consider the pion decay π → µν. The goal is to compare the precisely measured branching

fraction to the SM predictions so as to place constraints on effective interactions beyond

the SM. The SM prediction is proportional to |Vud|. In the presence of generic NP we

cannot use |Vud| determined by fits performed in the SM context, such as the ones provided

by CKMfitter or the PDG, as the observables used in those analyses may themselves be

affected by new physics, which might even have the same underlying effective operators.

Instead, we can use our results in eq. (4.16) where the NP effects have been absorbed

into the definition of the tilde parameters. All we need to do is to express the theoretical

prediction for B(π → µν) in terms of λ̃ defined in eq. (4.17).

The π → µν decay width can thus be written as

Γ(π → µν) =

∣∣∣∣∣1−
λ̃2

2
− λ̃4

8

∣∣∣∣∣

2
f2
π±mπ±m2

µ

16πṽ4
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B(π → µν) = 0.9998770(4) [5], combined with τπ = 2.6033(5) · 10−8s, we obtain the

following constraints on the linear combinations of Wilson coefficients in eq. (5.2):

∆̃πµ2 = 0.004± 0.013. (5.3)

The error is totally dominated by the lattice uncertainty on fπ± . The error of our deter-

mination of λ̃ in eq. (4.16) is completely negligible for this constraint.

Up to small O(λ4) corrections, the CKM elements Vud,us,cd,cs are only functions of

λ in the Wolfenstein parameterization. Thus, besides pion decays, there is a long list of

observables which are only functions of λ and NP parameters. A global fit to d→ u'ν and

d → u'ν transitions was performed ref. [11], where simultaneous constraints were derived

on λ and the relevant LEFT Wilson coefficients. We note that such a global approach
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