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The Dark Matter Paradigm

Baryons: 4 % 
Dark Matter: 26 % 
Dark Energy: 70 % 
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• Evidence for DM is found at all 
cosmological scales.

• Matter-energy density of the Universe:
Baryons: 4%
Dark Matter: 26%
Dark Energy: 70%
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 Galactic Rotation Curves (M31 and M33)
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Detecting Dark Matter Detecting Dark Matter
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over the 15° × 15° region. The construction of each IEM
and its associated point-source list/model is a critical
improvement over earlier works because the residual
emission is strongly dependent on modeling both over
the region self-consistently.
The four distinct IEMs from Ref. [19] are labeled as

follows:
(i) Pulsars, intensity-scaled
(ii) Pulsars, index-scaled
(iii) OB stars, intensity-scaled
(iv) OB stars, index-scaled

The IEMs differ in the assumed distribution of the sources
of CRs as tracing either the distributions of pulsars or OB
stars; and in the procedure employed to scale the γ-ray
intensity of the fore/background components outside of the
15° × 15° region to the data, either by scaling the normali-
zation of the model templates for intensity-scaled IEMs, or
scaling the normalization and spectral index (the latter only
for gas-related templates interior to the solar circle) for the
index-scaled IEMs. Notably, it was found that the data are
compatible with a contribution from γ-rays from DM
annihilation, and that the agreement between the data
and the model significantly improves for all four IEMs
when an additional component with a DM annihilation
morphology is included in the fit.

C. Analysis procedure

We employ the procedure developed by the Fermi-LAT
Collaboration in [19], which performs a ML fit of a model
consisting of one of the four IEMs and its corresponding
list of point sources to the data in the 15° × 15° region. For
each model, we include a DM annihilation contribution
(described below) and perform the fit using the gtlike
package of the Fermi-LAT ScienceTools. The results of the
fit are the coefficients of the interstellar emission compo-
nents from within the innermost ∼1 kpc, as well as those
describing the DM model under consideration. All point
sources with a test statistic (defined as in [34]) TS > 9 are
included in the model. Their fluxes and spectra are
determined by iterative fits, with each iteration freeing
the spectral parameters for a subset of point sources in order
of decreasing TS.

III. MORPHOLOGY AND SPECTRAL
CHARACTERISTICS

The DM spatial distribution used in this paper is
described in this section. Because [19] tested spatial
templates fixed at the position of Sgr A* we investigate
the possibility of an offset from this location by refitting
the DM spatial distribution and scanning the ML grid
about the GC. If a large offset is found, it might
challenge a DM interpretation of the excess. For some
IEMs the DM spectrum obtained by [19] extended
beyond 10 GeV, but a dedicated study of the spatial

distribution > 10 GeV was not made; this is also
investigated in this section.

A. Dark matter component

The results of numerical simulations for galaxy forma-
tion can broadly be described by the Navarro, Frenk, and
White (NFW) profile [35]:
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For this analysis, we use a scale radius Rs ¼ 20 kpc and ρ0
corresponding to a local DM density ρ⊙ ¼ 0.4 GeV=cm3.
Two values for the inner slope γ of the DM distribution
are considered, γ ¼ 1, 1.2. The more cuspy distribution
γ ¼ 1.2 is motivated by the possibility of halo contraction
due to the influence of baryons, which are typically not
included in the simulations [36]. The square of the NFW
distribution is used as a template for DM annihilation, and
we refer to it as the “NFW profile” (for γ ¼ 1) or “NFW-c”
(for γ ¼ 1.2).

B. NFW centroid

The centroid of the Milky Way DM halo is convention-
ally centered at the location of Sgr A*. Because a large
offset from this location might disfavor a DM interpreta-
tion, we verify that the centroid of the excess is sufficiently
close. An offset between the centroid of the DM halo
and Sgr A* as large as approximately 2° is consistent with
numerical DM simulations, with the largest offsets tending
to correlate with flatter central profiles [37,38]. An offset in
the centroid position was previously reported in [14,39],
while other studies of the GC excess have found it to be
consistent with Sgr A*.
We investigate the centroid position of the excess by

scanning the ML for different locations near Sgr A*, for
each of the four IEMs. A power-law with exponential cutoff
is employed for the spectral model, following [19]. The
scan is performed by making the ML fit following Sec. II
with the DM template centered at each point of a grid with
spacing 0.2° centered on Sag A*. The results of the scan are
shown in Fig. 1, where the color scale shows the 2Δ log L
as a function of Galactic latitude and longitude. The
intersections of the dotted grid lines correspond to the
points where the likelihood is evaluated. The circle indi-
cates the position of Sgr A*, and the triangle is the most
likely position of the centroid for that IEM. We find that the
centroid position is offset from Sgr A* for all four IEMs,
with the Pulsars, index-scaled model displaying the largest
offset, both in longitude (0.6°) and latitude (0.2°). The other
three models prefer an offset only in longitude (within 0.4°
up to the grid accuracy). Based on the scan, Sgr A* is not
favored as the location of the NFW centroid for all four
IEMs, however its position is roughly consistent with a DM
interpretation for the GC excess and imperfections in the
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own right [48–56]. We leave exploration of such theories
for future work.
Both of our considered EFTs are chosen such that they

mediate s-wave (velocity-unsuppressed) annihilation,
because a p-wave annihilation mechanism would require
such strong interactions to overcome the innate v2 ∼ 10−4

suppression that it is likely to already be ruled out by direct
and/or collider searches. We further restrict them to follow
the principle of minimal flavor violation (MFV) [57], such
that the most stringent constraints from flavor-violating
observables are mitigated by small Yukawa interactions.
We consider models containing either pseudoscalar or
vector Lorentz structures described by Lagrangians Lps

and Lvec (respectively, in the fermion mass basis),

Lps¼ χ̄γ5χ
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X
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where i ¼ 1, 2, 3 is the sum over fermion flavor with the
indicated relative weighting of mfi (1) for the pseudoscalar
(vector) interaction types, as dictated by the leading
terms consistent with MFV. The Λu;d;l are parameters with
dimensions of energy which specify the separate interaction
strengths between the DM and up-type quarks, down-type
quarks, and charged leptons. Together with the DM mass,
mχ , these coefficients specify the point in parameter space
for the DM model. They represent generalizations (in that
they allow the couplings of up-type and down-type quarks
and leptons to vary independently) of the commonly
considered interactions D4 and D5 used in DM searches
via direct detection and at colliders [43].

B. γ-ray flux from dark matter annihilation

The interactions in both the pseudoscalar and vector
models defined in Eqs. (2), (3) lead to cross sections for a
pair of DM particles to annihilate χχ̄ → ff̄ (where f is any
SM fermion):
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Nfm2
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where h·i indicates averaging over the DM velocity profile,
Nf ¼ 3 (1) for quarks (leptons) counts their color degrees

of freedom, and Λf is the appropriate Λu;d;l for the fermion
under consideration. The inclusive cross section for anni-
hilation into up-type quarks, down-type quarks, and
charged leptons is the sum of the individual cross sections
for all three flavors of each fermion type, and the total cross
section hσvi is the sum of the three inclusive cross sections.
In presenting results, we typically trade the three param-
eters Λu;d;l for hσvi and the fractional cross sections fu, fd,
and fl (with fu þ fd þ fl ¼ 1). It is easy to map these
back into the Λu;d;l parameters using the appropriate single
channel cross section from Eqs. (4) and (5).
The γ-ray intensity and spectrum from DM annihilation

is constructed by summing over all of the annihilation
channels:

dNγ

dE
¼

X

f

hσfvi
4πηm2

χ

dNf
γ

dE
×
Z

ΔΩ
dΩ0

Z

los
dsρ2ðrðs;ψÞÞ; ð6Þ

where dNf
γ =dE is the number of γ rays per annihilation into

the ff̄ channel, generated from the PPPC 4 DM ID package
[58] based on fits to Pythia 8.1 [59], and η ¼ 2ð4Þ for
Majorana (Dirac) DM. The integral is the J-factor, obtained
by integrating the DM density ρ2ðxÞ corresponding to
either an NFWor NFW-c distribution, Eq. (1), over the line
of sight (los) in direction ψ .
To determine the preferred DM model parameters for

each IEM, we fix the DM mass in the range from
10–250 GeV in 10 GeV increments. For each mass
hypothesis the analysis procedure of Sec. II determines
the fitted values of the DM model parameters fu, fd, and
fl, along with the coefficients of the interstellar emission
components from within the innermost ∼1 kpc and point
sources, as usual. We repeat this scan for both NFW and
NFW-c annihilation morphologies and for both the pseu-
doscalar and vector models described above. We find that
the DM component is detected with high statistical sig-
nificance for all IEMs, and for pseudoscalar as well as
vector interactions. The likelihood values for pseudoscalar
interactions are summarized in Table III.

TABLE III. Likelihood (log L) values for all IEMs for pseu-
doscalar interactions and for NFW and NFW-c templates.

IEM
log L

(null hypothesis)
log L
(NFW)

log L
(NFW-c)

Pulsars, index-scaled −82926 −82738 −82739
Pulsars,
intensity-scaled

−83292 −82965 −82956

OB stars,
index-scaled

−82993 −82779 −82806

OB stars,
intensity-scaled

−83429 −83081 −83117
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P.
• Historically, DM has been thought 

to likely be a particle.
• Discovering DM will require 

complementarity between different 
search methods and targets.  
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Overview of Dark Matter Searches

antiproton excess, Refs. [93,94] report detection contours,
whereas Ref. [95] takes a less optimistic view, reporting
upper limits (although the limits still clearly show an
anomaly around the signal region).
Another important constraint is the upper limits from the

MW dwarfs. Here too there is a fairly large uncertainty
range. Compared to the limits reported in Ref. [96], the
latest limits from Ref. [97] are less constraining. These
limits of course have a strong dependence on the assump-
tions made for the J-factors, and by employing semi-
analytic models of DM subhalos to derive realistic satellite
priors on the J-factor (for the ultrafaint dwarfs), Ref. [98]
has recently shown that the limits may be even weaker, by a
factor of ∼2–7. Correspondingly, if the halos are non-
spherical then the limits may be weakened as well, as
discussed in Refs. [99,100].
As can be seen in Fig. 7, the limits coming from M31’s

inner galaxy are competitive with the limits from the MW
dwarfs. In this case, however, the difficulty is in accurately
separating a DM signal from the standard astrophysical
emission. The limits shown in Fig. 7 are from Ref. [47], and
they are for themost conservative case, i.e., they assume that

all of the observed emission is from standard astrophysical
processes, and thus model it using a 0.4° disk, as determined
from the emission itself. Upper limits for a DM signal are
then calculated in addition to the disk. While this is
definitely a very conservative choice to make, it is by no
means preferred, as the γ-ray emission from M31’s inner
galaxy has actually been found to not correlate with regions
rich in gas and star formation.
The data points for M31’s outer halo have a large overlap

with the DM interpretations of both the GC excess and the
antiproton excess, while also being compatible with the
limits from the MW dwarfs. However, this requires that the
J-factor be toward the higher end of the uncertainty range.
Correspondingly, this has two main implications. First, the
minimum subhalo mass must be ≲10−6 M⊙. Second, the
signal must have some contribution from the MW’s DM
halo along the line of sight, i.e., the J-factor must
correspond to case I, as it cannot be due to M31 alone.

V. SUMMARY, DISCUSSION, AND CONCLUSION

An excess γ-ray signal toward the outer halo of M31 has
recently been reported [32]. In this work we interpret the

FIG. 7. DM parameter space. The red and coral data points are for M31’s outer halo. The red data point corresponds to case I, for
which J ¼ JMW þ JM31. The coral data point is for case 2, for which J ¼ JM31. The best-fit values for the three fit variations used in this
analysis are all very similar, so here we plot the mean, and the error bars show the full systematic uncertainty range. Note that the error
bars in the cross section assume that the minimum subhalo mass is 10−6 M⊙, and they include the uncertainty due to the halo geometry.
Contours for the GC excess are shown in black, and contours for the antiproton excess are shown in teal. Numerous limits from other
targets are also overlaid, including the MW satellites shown with purple curves, and M31’s inner galaxy shown with a red curve. See
Sec. IV for more details, as well as Appendix.
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Numerous dark matter searches with the LAT:
• Galactic center
• MW dwarf spheroidal galaxies
• LMC and SMC
• Dark matter sub-halos
• Milky Way halo
• M31 (center and halo)
• Extragalactic gamma-ray background
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Observing the GC
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Observing the GC
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realistic DM models including up-type, down-type, and
lepton final states generally improve (for the same number
of free parameters) over the results in [19] based on a power
law with exponential cutoff spectrum.
Residual count (data-model) maps are shown in Fig. 6

for the energy bands 1–1.6, 1.6–10, and 10–100 GeV, for
each IEM. Structured excesses and deficits remain that
may be attributed to imperfect modeling of the interstellar
emission. Because of this, we do not rule out the DM
models corresponding to IEMs with larger fractional
residuals as these discrepancies might be explained by
limitations in the IEMs. There is better agreement with the
data when the DM spectrum is modeled with power law
functions in 10 independent energy bins as done in [19];
perhaps unsurprising given the larger number of free
parameters for the spectral model.
The differential flux from the total DM annihilation

component for both profiles (NFW, NFW-c) and all four
IEMs are summarized in Fig. 7. The bands represent the 1σ
fit uncertainty on the flux summing the up-type, down-type,
and lepton final states. For the index-scaled variants of
the IEMs, the spectrum peaks at a few GeV, while for the
intensity-scaled counterparts the peak shifts to higher
energies. This is consistent with the requirement that the
high energy tail in the spectrum for the intensity-scaled
IEMs, predominantly from annihilations into leptons, has
to cutoff at the same energy (corresponding to the DM
mass) as the contribution to the flux from annihilations into
up-type and down-type quarks, which dominate the DM
flux at lower energies. Finally, we note that the flux for
NFW-c profile is smaller compared to the NFW profile. As
a consequence, a simple rescaling based on J-factors when
comparing fit results obtained with different profiles is not
accurate, as the flux assigned to the DM component has a
dependence on the specific morphology.
We translate the DM template flux for each IEM into the

inclusive annihilation cross section, with the results shown

in Fig. 8. Also shown for comparison is the hσvi predicting
saturation the measured DM relic density for a standard
cosmology [62]. The results for the index-scaled models
are comparable to those found in most of the earlier studies
of the GeVexcess [5,7–16,18]. The intensity-scaled models
however are consistent with larger DM masses and cross
sections, as first discussed in [60], based on the spectra
from [19].

D. Results for vector interactions

The analysis for the vector-type DM interactions pro-
ceeds very similarly to the analysis of the pseudoscalar
interactions described above. For each IEM and both NFW

FIG. 7. Differential flux integrated over the 15° × 15° region for the DM component for pseudoscalar interactions, NFW and NFW-c
profiles, for all four IEMs, as indicated. The bands represent the fit uncertainties on the normalization.

FIG. 8. Masses and cross sections for pseudoscalar interaction
models (including one and two sigma uncertainties as the tick
marks) for NFW and NFW-c DM profiles, and the four IEMs, as
indicated. Also shown are the cross sections saturating the
standard thermal relic density (grey dashed line) and the
Fermi-LAT 95% C.L. bounds from dwarf spheroidal galaxies,
for Pass-7 as well as Pass-8 data, assuming 100% annihilation
into bb̄.
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• An excess above model predictions has been observed, although with 
significant systematic uncertainties. 

• Leading explanations include:
1. Mid-modelling of the Galactic diffuse along the line of sight.
2. An unresolved point source population, i.e. millisecond pulsars.
3. DM annihilation.
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The GC Excess Spectrum

Ajello+16 Ackermann+17

negative, i.e., one needs to subtract the background-like
spectrum from the left quadrant to minimize differences with
the bottom quadrant, and the GC excess spectrum in the four
quadrants is mostly positive with respect to this “corrected”
zero level.

Figure 17 shows the spectra of the four quadrants once the
all-sky bubble template derived in Section 5 is included in the
fit. Similarly to Figure 13, the spectrum of the quadrant
templates changes dramatically, and emission remains sig-
nificant only below 10 GeV. The spectra in the four quadrants
are closer to each other, but not yet consistent within the
statistical uncertainties. This inconsistency, however, may be
due to an imperfect derivation of the Fermi bubble template.

In summary, we find that establishing whether the GC excess
has spherical morphology is challenging, due to uncertainties in
the contribution from low-latitude emission from the Fermi
bubbles. However, at present we cannot exclude that a
component with spherical morphology is present in addition
to a continuation of the Fermi bubbles.

8.2. Longitude, Latitude, and Radial Profiles

In Section 5.2, we derived templates for the emission near
the GC correlated with the Fermi bubble spectrum at high
latitudes and with an average MSP spectrum. Longitude and
latitude profiles for the component with a bubble-like spectrum
(Figure 11 middle) are presented in Figure 18. The profiles are
shown at a reference energy of 2 GeV. The latitude profiles are
relatively flat for b10 50 ,  ∣ ∣ but the intensity increases
by a factor of ∼5 near the GP. One can also see that the

emission associated with the Fermi bubbles in this model is
shifted to the right (negative longitudes) relative to the GC.
Similarly, longitude and latitude profiles of the MSP-like

component (Figure 11, right panel) are shown in Figure 19. The
latitude and longitude profiles of this component are symmetric
with respect to the GC, with a possible enhancement along the
GP, which can be expected as a contribution from millisecond
and regular pulsars in the Galactic disk (e.g., Faucher-Giguère
& Loeb 2010; Grégoire & Knödlseder 2013).
Finally, in Figure 20 we compare the profile as a function of

radial distance from the GC at 2 GeV for the MSP-like spectral
component with the total gamma-ray data and the gNFW
profiles in the Sample Model, as well as for a standard NFW
annihilation profile. The MSP-like profile is similar to the DM
annihilation profiles (gNFW with γ=1.25 in the Sample
Model and the NFW profile) within ∼5° of the GC, but it
flattens at a higher intensity than the gNFW profile, which is
likely related to the positive values of the MSP-like component
along the disk; cf., the longitude profile in the right panel of
Figure 19.
We also checked that using alternative PS templates within

10° from the GC derived for UltraCleanVeto data with
pointlike and Fermipy tools (Section 6.2) does not significantly
affect any of the profiles for the MSP-like component.
In summary, the profiles in latitude, longitude, and radial

distance from the GC corroborate the hypothesis that the excess
is not obviously consistent with expectations from DM
annihilation with gNFW/NFW density profiles, but such a
component may exist in addition to emission from the Fermi
bubbles and from sources in the Galactic disk/bulge such
as MSPs.

8.3. Position and Index of the Generalized NFW Profile

In this section, we assess the relative likelihoods of models
in which we vary the centroid position of the gNFW
annihilation template around the GC, as well as its radial
index γ. Results from the scan in the position of the center of
the gNFW template are shown in Figure 21. The spectra of the
excess for cases with the component centered at b=0° and
with various longitudes are presented in the left panel of
Figure 21, while the 2 log- D values for different locations
around the GC are shown in the right panel of Figure 21. The
best-fit position is at l≈−1°. The spectrum of the excess
depends on the location of the centroid. The spectra for the
center at positive longitudes look similar to the GC excess in
the left quadrant in the left panel of Figure 16, while the spectra
for negative longitudes resemble more the spectrum of the
Fermi bubbles with a less pronounced bump at a few GeV and
the spectrum extending to lower energies. These findings are
consistent with the possibility that the GC excess to the right
(negative longitudes) from the GC is mixed with a contribution
from low-latitude emission of the Fermi bubbles above
10 GeV. This is also consistent with the observation by Calore
et al. (2015) that the best-fit longitude of the gNFW profile is at
l≈−1° below 10 GeV and shifts to l−2° above 10 GeV.
The 2 log- D values for the variations of the gNFW center

when the model includes the all-sky bubble template (i.e.,
including the component at low latitudes) are shown in
Figure 22. In the left panel we show results for all-sky gNFW
templates, while in the right panel we truncate the gNFW
template at 10° from its center to test whether the difference in
the best-fit location of the center is due to residuals away from

Figure 15. Spectrum of the GC excess. Points are derived using the Sample
Model described in Section 2.2. The systematic uncertainty band is derived
from taking the envelope of the GC excess fluxes for different analysis
configurations and different models of diffuse gamma-ray emission and sources
in Sections 3–6. Our results are compared to previous determinations of the GC
excess spectrum from the literature. Note that the area of integration varies in
different cases. In this analysis we mask some bright PSs, which effectively
masks the GC within about 2° radius. Gordon & Macías (2013) have a 7°×7°
square around the GC. The flux from Calore et al. (2015) is obtained by taking
the intensity in Figure14 and multiplying by the area of the ROI
( b2 20 < < ∣ ∣ and ℓ 20< ∣ ∣ ) in their analysis. The ROI in Ajello et al.
(2016) is a 15°×15° square around the GC. The two cases that we consider
here correspond to the model with the CR sources traced by the distribution of
pulsars (Yusifov & Küçük 2004), where either only overall intensity (“fit
intensity”) or both intensity and index (“fit index”) for the diffuse components
spectra are fit to the data (cf. Figure13 of Ajello et al. 2016).
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the LP (PLE) SED, is 380. Reference [5] also found a
preference for the fit with a LP with a roughly similar value
for the spectral and curvature indexes. We display in Fig. 8
the comparison between the data and the LP best fit. A LP
shape is able to reproduce the GCE spectrum between
0.1–10 GeV but is not able to properly capture the high-
energy tail. However, this tail is not significant for all the
IEMs (see Fig. 8, where the convolution of the results
obtained for all the IEMs is displayed).
Possible interpretations of the GCE are associated with

the γ-ray emission from cosmic-ray protons and/or elec-
trons and positrons injected from the galactic center. We
test these possibilities using the CMZ 4 kpc, CMZ 8 kpc,
and IC bulge models. We also run the analysis for the case
without the presence of the low-latitude bubbles component
(No low-lat Bubbles). The results obtained with these
models are presented in Fig. 9. The case No low-lat
Bubbles, as expected, provides a 20–30% larger SED
because the GCE absorbs part of the low-latitude bubble
emission. This model fits much worse than the ROI giving a
LogL lower by 2100 with respect to the Baseline model. In
the cases CMZ 4 kpc, CMZ 8 kpc, and IC bulge, we
measure a smaller GCE flux since the additional cosmic-
ray components take part of, but not all of, the GCE
emission. The GCE SED changes significantly with these
latter models, but an excess peaked at a few GeV still
remains with a high significance. In particular, the model
for which the GCE spectrum decreases the most, roughly
by a factor of two, is the IC bulge case. This model
represents the possible flux of a population of pulsars

located around the bulge of our Galaxy. This result
demonstrates the viability of the millisecond pulsar inter-
pretation for the GCE [15,16].
Since the cases CMZ 4 kpc, CMZ 8 kpc, and IC bulge

absorb a significant fraction of the GCE and they have been
considered in the past as possible interpretations to the
GCE (see, e.g., [23–25]), we have tested these model
without including the DM template. Therefore, we try to
fully explain the GCE with the γ-ray emission produced for
inverse Compton scattering, bremsstrahlung, or π0 decays,
by cosmic rays injected from the galactic center during
recent outbursts. The fits provide differences of likelihood
with respect to the Baseline that areþ420 andþ540 for the
models CMZ 4 kpc, CMZ 8 kpc, (the fit improves) and
−230 for the model IC bulge (the fit worsens). The models
labeled as CMZ 4 kpc and CMZ 8 kpc consider two more
components with respect to Baseline because they sub-
stitute the DM component with three templates associated
to the γ-ray emission for inverse Compton, Bremsstrahlung,
and π0 decay. Therefore, it is difficult to compare the
improved values of the LogðLÞ obtained with the CMZ
4 kpc and CMZ 8 kpc with respect to the Baseline model
that uses the DM template. Moreover, the additional
components present in the CMZ 4 kpc and CMZ 8 kpc,
associated with the Bremsstrahlung and π0 decay emis-
sions, follow the distribution of interstellar gas that is not
spherically symmetric around the galactic center but rather
elongated on the galactic plane. However, as we will see in
the next sections, the GCE is spherically symmetric. So, we
think the improvement in the LogðLÞ with these models is
due to fitting better the emission from the galactic plane
rather than accounting better for the GCE emission. We
tested different scenario for the IC bulge model by
assuming different sizes for the diffusive halo with the
vertical size z varied between 4 to 10 kpc and the radius R

FIG. 9. GCE SED obtained in case we use the Baseline, CMZ
4 kpc, CMZ 8 kpc, IC bulge, and No low-lat Bubbles IEMs.

FIG. 8. Comparison between the results for the GCE SED
obtained in our analysis and in [9,11]. The bands represent the
variation of the GCE SED obtained by using all the IEMs and
analysis techniques shown in Fig. 7 and the results found in
[9,11] when using different IEMs. See the text for further details
on the conversion of the GCE SED found in our analysis and in
[9,11] into flux per solid angle (i.e., in units of MeV=cm2=s=sr).
We also display the best fit to the GCE SED, obtained with the
Baseline IEM, by using a log-parabola function.
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –
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FIG. 2: The gamma ray spectrum measured by the FGST within 0.5◦ (left) and 3◦ (right) of the Milky Way’s dynamical
center. In each frame, the dashed line denotes the predicted spectrum from a 28 GeV dark matter particle annihilating to
bb̄ with a cross section of σv = 9 × 10−26 cm3/s, and distributed according to a halo profile slightly more cusped than NFW
(γ = 1.1). The dotted and dot-dashed lines denote the contributions from the previously discovered TeV point source located
at the Milky Way’s dynamical center and the diffuse background, respectively. The solid line is the sum of these contributions.

pion decay taking place with a roughly spherically sym-
metric distribution around the Galactic Center, for ex-
ample, could be difficult to distinguish. Further informa-
tion will thus be required to determine the origin of these
photons.
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Goodenough & Hooper 2009
• It’s generally agreed that there 

exists a systematic excess towards 
the GC.

• The uncertainty in the spectrum is 
dominated by systematics relating 
to the Galactic diffuse model.

intensity-scaled IEM fitted without the residual component
gives the maximal “enhanced” flux for IC annulus1. The
average CR electron intensity5 GeV in the Galactic plane
within ∼1 kpc of the GC for this IEM is∼9.4±0.1×
10−4 cm−2 s−1 sr−1.

Measurements of the interstellar emission at hard X-ray
energies to MeV γ-rays by INTEGRAL/SPI (Bouchet et al.
2011) show that the majority is due to IC scattering by ∼GeV
energy CR electrons off the infrared component of the ISRF.85

The GALPROP calculations, which follow the same “conven-
tional” model normalization condition to local CR measure-
ments as used in this paper, made to interpret the SPI
measurements indicate that IEMs with at least factor of two
higher CR densities toward the inner Galaxy are a plausible
explanation for the data. Another possible explanation is a
higher intensity for the radiation field energy density in the
inner Galaxy than used in the standard ISRF model of Porter
et al. (2008); these possibilities are not tested here because they
require detailed investigations that are beyond the scope of the
current work. The higher CR electron densities obtained from
this analysis are plausible given the same electrons are IC
scattering different components of the ISRF to produce the
interstellar emission1 GeV and at SPI energies.

The purpose for fitting the baseline IEMs to the data was to
obtain estimates for the interstellar emission fore-/background.
However, the fit results for the individual rings for each IEM
potentially give some information on the large-scale distribu-
tion of CRs througout the Galaxy. Tables 5 and 6 in
AppendixA.1 give the fit coefficients and fluxes for the scaled
IEMs, while Figure 15 shows the integrated fluxes for the 1–10
(top) and 10–100 GeV (bottom) energy ranges, respectively,
over the 15°× 15° region for the GALPROP-predicted and

scaled version of each IEM for the Pulsars (left) and OBstars
(right) source distributions.
The fitting procedure generally increases the intensity of

each annulus relative to the nominal model. The coefficients for
the intensity-scaled Pulsars and OBstars IEMs are mostly
higher than the GALPROP predictions toward the inner Galaxy
(annuli 2–3). Those for the OBstars IEM are higher than the
Pulsars, which reflects the fact that the spatial distribution for
the CR sources in this model cuts off within ∼2 kpc of the GC.
The cut off in the OBstars source spatial distribution produces a
predicted CR intensity that is lower compared to the Pulsars
IEM over this region. The fitting procedure adjusts the OBstars
predictions upward more than the Pulsars to compensate. This
indicates that a Pulsars-style spatial source distribution is closer
to the real spatial distribution of sources within ∼2 kpc of the
GC. But, even the Pulsars spatial source distribution is scaled
up by the fit over this region, indicating that even more
“peaked” source models, or some modification to the
propagation model, is required to describe the distribution of
CRs toward the inner Galaxy. Meanwhile, there is more
similarity in the scaling coefficients for annuli4–6. This
reflects that the CR source distributions and propagation
conditions for both IEMs are not significantly different in their
Galactocentric radial distributions in these annuli.
The spectral parameters for the annuli interior to the solar

circle for the index-scaled variants give results that are strongly
dependent on the IEM being fit. For the Pulsars IEM the
spectrum of the CR nuclei/gas interstellar emission is
consistently harder across annuli2–4 for both CO and H I

components than the intensity-scaled IEMs. For the OBstars
IEM only the H I component has a hardening to the spectrum
across annuli2–4. For this IEM the fits for annuli 2–3 were
unstable when fitting both CO and H I components. Because
the size of the regions are small, the low flux of the annuli 2–3
components in comparison to those that are already-determined
from fitting to the outer longitude ranges means that the data
are insufficiently constraining. However, a convergent fit is
obtained if the CO-related π0-decay templates is set to the
GALPROP prediction. The motivation for allowing the
additional freedom to fit the spectrum for the gas-related
interstellar emission interior to the solar circle is solely to
improve the fit residuals. But, the harder index for the H I and
CO component when fitting the Pulsars IEM can be an
indication that the assumption of a uniform CR source
spectrum across the Galaxy is insufficient, or that the diffusive
propagation of CRs is non-uniform.
Generally, the fitting results can be interpreted as a

reconfirmation that the CR gradient in the Galaxy is flatter
than expected based on current knowledge of the Galacto-
centric radial distribution of CR sources, which has been
known since the SAS-2 (Stecker & Jones 1977), COS-B
(Bloemen et al. 1986; Strong et al. 1988), and EGRET (Hunter
et al. 1997; Digel et al. 2001) all-sky surveys. The explanation
is not clear. Bloemen et al. (1993) suggested that the radial
distribution of CR sources derived from observations may be
biased and their real distribution is flatter or the diffusion
parameters derived from the local CR measurements are not the
same throughout the Galaxy. Solutions to this issue in terms of
CR propagation phenomenology have been proposed: CR–
driven Galactic winds and anisotropic diffusion (Breitschwerdt
et al. 2002), or non-uniform diffusion coefficient that increases

Figure 13. Differential fluxes for the 15° × 15° region about the GC of the
NFW component with spectrum modeled with an exponential cut-off power
law. The envelopes include the fit uncertainties for the normalization and
spectral index. Hatch styles: Pulsars, intensity-scaled (red, vertical); Pulsars,
index-scaled (black, horizontal); OBstars, intensity-scaled (blue, diagonal-
right); OBstars, index-scaled (green, diagonal-left). Results from selected other
works are overlaid. Filled symbols: Hooper & Slatyer (2013), different symbols
bracket the results obtained when different regions of the sky are considered in
the fit; Angled crosses: Gordon & Macías (2013); Open symbols: Abazajian
et al. (2014), front-converting events shown with triangles, front- and back-
converting events shown with squares and circles, depending on the modeling
of the fore-/background. Stars: Calore et al. (2015a). Note: the overlaid results
are rescaled to the DM content over the 15° × 15° region for an NFW profile
with index γ = 1.

85 The majority of the IC γ-rays in the energy range of this study are produced
by scattering off the optical component of the ISRF.
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from 10 to 20 kpc. However, the result is very similar for all
the tested cases: The IC bulge model performs always
worse than the Baseline model with the DM template with a
difference of LogðLÞ between −250 and −230. The two
main reasons for this result are the following. First, γ rays
produced from electrons and positrons injected from the
galactic bulge (this is the component that in the IC bulge
model absorbs the GCE) have a much flatter dependence
with the angular distance from the galactic center in the
inner few degrees with respect to the GCE (see Sec. III C
and Fig. 10). Second, the inverse Compton emission from
the galactic bulge does not have a spherically symmetric
morphology as we measure for the GCE (see Fig. 1 and also
the model used in [13]). To conclude, the IC bulge model
can fit reasonably well the GCE but with a worse overall fit
compared to a DM profile generated with a NFW density
with γ ∼ 1.25.

C. Spatial morphology

In this paper, we apply several methods to study the
spatial morphology of the GCE. In this section, we employ
a model dependent and a model independent technique.
In the model independent technique, we substitute the

DM template with concentric and uniform annuli. Then, we
fit the annuli to the data, using the pipeline presented in
Sec. II C, and we extract the energy flux of each annulus.
Finally, we divide the annulus energy fluxes for the solid
angles, and we obtain the surface brightness (dN=dΩÞ) of

the GCE. As demonstrated in [26] with simulated data, the
optimal annulus size is between 0.75°–1.5°. Indeed, angular
widths of these orders are similar to the angular resolution
of the LAT for E ∼ 1 GeV,14 and they are small enough to
capture the right spatial distribution of the GCE. We show
here the results for an annulus size of 1°, but our
conclusions do not change by using 0.75° or 1.5°.
In Fig. 10, we show the surface brightness data obtained

with an analysis in the energy range 1–10 GeV using the
Baseline IEM. The surface brightness data are very precise
in the inner 10°, where the annuli are detected with at least
10σ significance, and the precision of the data is between
2–10%. The GCE extends with a significant flux roughly
up to 12°. This demonstrates that our choice of an ROI with
a size of 40° × 40° is appropriate. We can fit well these data
with a NFW DM profile with γ ¼ 1.27 (see Eq. (1).
References [5,8,9,11] found similar best-fit values for γ.
However, most of those references only provide the value
of γ and not the data for the flux of the GCE as a function of
angular distance from the galactic center as we do. The
main new result of this paper is that we provide the spatial
distribution of the GCE for a wide region and with a
method that does not depend on the specific DMmodel. We
report the surface brightness data that can be used to find
which astrophysical interpretation is more suitable to
explain the GCE spatial distribution. References [8,50]
are the only two publications that published results in a
similar way as ours. However, Ref. [8] provided the results
for a limited region between 2.5°–10°, with data that are not
as precise as ours and tested only one IEM that was not
designed for the galactic center region. We compare our
results with those obtained in [8] at 2.67 GeV in Fig. 10.
The surface brightness data are compatible between 2°–7°,
while smaller angular distances are not considered by
Ref. [8], and at larger angles, their surface brightness
deviates significantly both from our result and from the DM
template predictions. Instead, the result in Ref. [50] has
been derived using almost one half of the data and the older
Pass 7 data selection. The authors have considered three
IEMs taken from [9]. The surface brightness they obtain for
the energy rangeE ∈ ½1.9; 10% GeV is shown in Fig. 10. We
have rescaled their measurements to the energy range
1–10 GeV to be comparable with ours.15 The GCE spatial
distribution found in Ref. [50] is significantly different
from ours in the inner few degrees from the galactic center.
In fact, it is compatible with a NFW profile with γ ∼ 1.0,
i.e., smaller than most of the γ values found in several other
references.

FIG. 10. Surface brightness data (dN=dΩ) obtained with the
analysis in annuli of size 1° and with the Baseline IEM in the
energy range 1–10 GeV. We also show the best fit obtained with a
NFW density profile for γ ¼ 1.27 (dashed blue line) and for the
IC bulge model at E ¼ 0.7 (dotted green line) and 20 GeV (dot-
dashed green line), for which we fit the GCE data with the γ rays
emitted for inverse Compton scattering by cosmic-ray electrons
injected from the galactic bulge (see Sec. II B for a complete
description of this model). Red data points show the results
obtained in [8] at 2.67 GeV.

14https://www.slac.stanford.edu/exp/glast/
groups/canda/lat_Performance.htm.

15We have calculated the LogParabola best fit to the GCE SED
(see Fig. 7) and integrated it between E ∈ ½1.9; 10% GeV and
E ∈ ½1.0; 10% GeV. Then, we have taken the ratio between the
two integrals to rescale the results in Ref. [50], which are given
for E ∈ ½1.9; 10% GeV, to our energy range.
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Fig. 1 | Residual map of the 15°!×!15° region of interest for E!≥!667!MeV. The residuals are obtained as data −  model, where the model includes previously 
detected 3FGL point sources (cyan squares)11, 64 additional point source candidates (green crosses) and the standard diffuse Galactic emission 
components related to the interstellar gas and radiation field. The white contours are the best-fit model counts from the X-bulge map obtained from 
analyses of WISE19 infrared data after convolution of the Fermi-LAT instrument response function. The addition of a template based on the X-bulge 
significantly improved the model fit to the gamma-ray data. The cluster of point sources on the Galactic plane at l!≈ !6° may be associated with the W28 
(white dashed circle) supernova remnant11,31. The zoomed-in region on the right shows the correlation with the near-infrared stellar density nuclear bulge 
data23; the black contours display the best-fit model counts associated with this component after convolution with the Fermi-LAT instrument response 
function. The X-bulge and nuclear bulge templates were included when the best-fit parameters for the above model were found, but not when evaluating 
the above residuals. A Gaussian with radius 0.3° was used to smooth the images and the upper limit of the colour scale has also been clipped for  
display purposes.

Table 1 | Summary of the likelihood analysis results

Base Source log(#Base) log(#Base+Source) TSSource σ Number of source parameters

Baseline FB − 172,461.4 − 172,422.3 78 6.9 19
Baseline NFW-s − 172,461.4 − 172,265.3 392 18.4 19
Baseline Boxy bulge − 172,461.4 − 172,238.7 445 19.7 19
Baseline X-bulge − 172,461.4 − 172,224.1 475 20.5 19
Baseline NFW − 172,461.4 − 172,167.9 587 23.0 19
Baseline NB − 172,461.4 − 171,991.8 939 29.5 19
Baseline NP − 172,461.4 − 169,804.1 5315 55.7 64!× !19
Baseline+ NP FB − 169,804.1 − 169,773.6 61 5.8 19
Baseline+ NP NB − 169,804.1 − 169,697.2 214 13.0 19
Baseline+ NP Boxy bulge − 169,804.1 − 169,663.7 281 15.3 19
Baseline+ NP NFW − 169,804.1 − 169,623.3 362 17.6 19
Baseline+ NP X-bulge − 169,804.1 − 169,616.2 376 18.0 19
Baseline+ NP+ X-bulge NFW − 169,616.2 − 169,568.4 96 7.9 19
Baseline+ NP+ X-bulge NB − 169,616.2 − 169,542.0 148 10.4 19
Baseline+ NP+ X-bulge+ NB NFW − 169,542.0 − 169,531.0 22 2.4 19
Baseline+ NP+ X-bulge+ NB FB − 169,542.0 − 169,525.5 33 3.5 19
Baseline+ NP+ NB X-bulge − 169,697.2 − 169,542.0 310 16.1 19
Baseline+ NP+ NB Boxy bulge − 169,697.2 − 169,566.0 262 14.6 19
Baseline+ NP+ NFW X-bulge+ NB − 169,623.3 − 169,531.0 185 10.8 2!× !19
Baseline+ NP+ NFW+ NB X-bulge − 169,598.9 − 169,531.0 136 9.9 19

Baseline+ NP+ boxy bulge+ NB NFW − 169,566.0 − 169,553.3 25 2.7 19

The baseline model consists of all 3FGL point sources in the region of interest, Loop I, an inverse Compton (IC) template predicted by GALPROP, the hydrodynamic-based gas maps, the recommended 
isotropic emission map, and a model for the Sun and the Moon. Other model templates considered are: the 64 new point sources (NP), the square of a generalized NFW profile with an inner slope %!= !1.2 
or the square of a ‘standard NFW’ (NFW-s) with inner slope %!= !1, an infrared X-bulge and a boxy bulge template tracing old stars in the Galactic bulge, a nuclear bulge (NB) template and a template 
accounting for the Fermi bubbles (FB). The maximized likelihoods (#) are given for the base and base+ source models and the significance of the new source is given by TSSource ≡  2 (log(#Base+Source) 
–  log(#Base)). Note that for both likelihoods, all parameters are maximized and so the #Base+Source will have additional parameters whose number is given in the last column. The conversion between TSSource 
and σ is discussed in the Methods.
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Spherically Symmetric Tracing Stellar Populations
Di Mauro 21 Macias+18

• Consistent with an NFW profile 
with an inner slope of ~1.1-1.3

• Centroid is consistent with 
dynamical center of Galaxy, 
although may be slightly offset. 

• Traces stellar populations in the X-
shaped bulge, boxy bulge, and 
nuclear bulge.

Spherically Symmetric or Tracing Stellar Populations??
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The Fermi Large Area Telescope (Fermi-LAT) Galactic Centre 
GeV excess (GCE) has a spectrum that peaks at energies of 
a few GeV, a morphology that is usually described as almost 

spherically symmetric around the Galactic Centre, with a radial 
extent of ~10°, and appears to be uniform over the emission 
region1–4. Intriguingly, a signal from dark matter annihilation into b 
quark–antiquark pairs and a dark matter mass of ~50 GeV have been 
shown to be consistent with the GCE1,2,5 if the centrally peaked dark 
matter distribution in the Galactic bulge follows a radial power-law 
profile with index γ ~ 1.2. However, the exact details of the morphol-
ogy and spectrum remain subject to debate, in particular owing to 
uncertainties in the interstellar emission modelling6–8. Additionally, 
there is strong degeneracy with the Fermi Bubbles—giant diffuse 
lobes orientated perpendicularly to the Galactic plane9,10 whose low-
latitude behaviour is not well characterized7,11.

The GCE could also be astrophysical in origin. For instance, 
the emission could be the result of diffuse photons from a central 
population of cosmic rays6,12. Alternatively, millisecond pulsars 
(MSPs), which have a γ -ray spectrum strikingly similar to that of 
the GCE13,14, represent the most promising astrophysical sources of 
the GCE. Such a population could have either formed in situ15 or 
been injected through globular-cluster disruption16. Corroborative 
evidence for the MSP interpretation was found in analyses of the  
γ -ray data using wavelet fluctuations and non-Poissonian template 
fits17,18. Other potential probes of this scenario include spectral 
classification of low-significance γ -ray sources19,20 and using deep 
learning for discrimination between diffuse and point-like origins21. 
Nevertheless, follow-up radio observations with MeerKAT and/or 
the Square Kilometre Array (SKA) are required to robustly confirm 
this interpretation22.

Surprisingly, possible connections between the morphology of 
the GCE and the morphology of the observed stellar population in 
the Galactic bulge have received little attention in the literature. The 
Milky Way hosts a central boxy/peanut-shaped bulge/bar that prob-
ably formed from buckling instability after bar formation through 
bar instability23. The stellar mass of this boxy/peanut bulge, which 
mostly hosts old (> 5 Gyr) stellar populations, is estimated to be 
~1010M⊙

24,25—about 15% of the total stellar mass in the Galaxy26,27. 
The bulge has a radial extent of ~3 kpc and shows a complex 

morphological structure in both its stellar and gas content. It transi-
tions into a thinner long bar component about ~5 kpc in extent28. 
The innermost ~200 pc harbours the nuclear bulge—a region of 
very high stellar density consisting of the nuclear stellar disk (NSD) 
and the nuclear stellar cluster (NSC)29,30. In addition to the boxy 
bulge, there exists evidence for the presence of a spherical classical 
bulge, revealed through metal-poor RR Lyrae stars31. This compo-
nent is only expected to contribute 1% to the total mass in the inner 
Galaxy31. Finally, there is possible evidence for an X-shaped compo-
nent32,33, which is a product of bar evolution and forms through the 
buckling instability34. Mass estimates of the X-shaped bulge range 
from a few percent24,34 to ~45%35 of the total bulge mass. Recently, 
it was claimed that the GCE traces this X-shaped bulge and, in the 
very centre, the nuclear bulge36.

In the present paper, we analyse the GCE using our newly devel-
oped code SkyFACT (sky factorization with adaptive constrained 
templates)37. We compare the morphology of the GCE with both 
dark-matter-inspired models and models of the stellar distribution 
in the inner Galaxy.

Modelling the γ-ray sky
We model the γ -ray sky using SkyFACT, a hybrid approach between 
template fitting and image reconstruction that accounts for expected 
spatial and spectral uncertainties in the various emission compo-
nents by allowing a large number of ‘nuisance parameters’37. In this 
work, we adopt the data selection, foreground modelling and regu-
larization conditions as in run 5 of ref. 37 unless stated otherwise (see 
Methods for details). We perform fits in a region of interest (ROI) 
of Galactic longitude, ∣ℓ∣  ≤  90° and Galactic latitude, ∣ ∣b  ≤  20.25°, 
which is important for component separation, but we restrict most 
plots to ∣ℓ∣  ≤  20° and ∣ ∣b  ≤  20° to highlight the region of the GCE.

We model the GCE with fixed spatial templates and derive the 
energy spectrum from a fit to the γ -ray data. To this end, the fol-
lowing spatial templates are considered: (1) templates inspired  
by annihilating dark matter (two generalized Navarro–Frenk–
White (NFW) templates with inner slopes of γ =  1 and γ =  1.26 
(r5_NFW100 and r5_NFW126) and an Einasto profile with 
α =  0.17 (r5_Einasto))38,39; (2) a superposition of two Gaussians and 
a Galactic central source used to model the 511 keV emission from 

The Fermi-LAT GeV excess as a tracer of stellar 
mass in the Galactic bulge
Richard Bartels! !1*, Emma Storm1, Christoph Weniger1 and Francesca Calore2

An anomalous emission component at energies of a few gigaelectronvolts and located towards the inner Galaxy is present in the 
Fermi-LAT data. At present, the two most promising explanations are the annihilation of dark matter particles or the presence 
of a large population of unresolved point sources, most probably millisecond pulsars, at the Galactic Centre. Here, we report an 
analysis of the excess characteristics using almost eight years of Pass 8 ULTRACLEAN Fermi-LAT data with SkyFACT—a tool 
that combines image reconstruction with template-fitting techniques. We find that an emission profile that traces stellar mass 
in the boxy and nuclear bulge is preferred over conventional dark matter profiles. A model including the bulge is favoured over 
a model with dark matter at 16σ.
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Characteristics of the Galactic Center excess measured
with 11 years of Fermi-LAT data
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The excess of γ rays in the data measured by the Fermi Large Area Telescope from the galactic center
region is one of the most intriguing mysteries in astroparticle physics. This “galactic center excess” (GCE)
has been measured with respect to different interstellar emission models (IEMs), source catalogs, data
selections, and techniques. Although several proposed interpretations have appeared in the literature, there
are no firm conclusions as to its origin. The main difficulty in solving this puzzle lies in modeling a region
of such complexity and thus, precisely measuring the characteristics of the GCE. In this paper, we use
11 years of Fermi-LAT data, state of the art IEMs, and the newest 4FGL source catalog to provide precise
measurements of the energy spectrum, spatial morphology, position, and sphericity of the GCE. We find
that the GCE has a spectrum that is peaked at a few GeV and is well fit with a log parabola. The
normalization of the spectrum changes by roughly 60% when using different IEMs, data selections, and
analysis techniques. The spatial distribution of the GCE is compatible with a dark matter (DM) template
produced with a generalized Navarro-Frenk-White density profile with slope γ ¼ 1.2–1.3. No energy
evolution is measured for the GCE morphology between 0.6–30 GeV at a level larger than 10% of the γ
average value, which is 1.25. The analysis of the GCE modeled with a DM template divided into quadrants
shows that the spectrum and spatial morphology of the GCE is similar in different regions around the
galactic center. Finally, the GCE centroid is compatible with the galactic center, with a best-fit position
between l ¼ ½−0.3°; 0.0°#; b ¼ ½−0.1°; 0.0°#, and it is compatible with a spherical symmetric morphology.
In particular, fitting the DM spatial profile with an ellipsoid gives a major-to-minor axis ratio (aligned along
the galactic plane) between 0.8–1.2.

DOI: 10.1103/PhysRevD.103.063029

I. INTRODUCTION

Several groups have reported an excess of γ rays in the
data collected by the Fermi Large Area Telescope (Fermi-
LAT) in the direction of the galactic center region, known
as the galactic center excess (GCE) (GCE, e.g., [1–11]).
This GCE has been significantly detected when modeling
the γ-ray sky using a range of interstellar emission models
(IEMs), source catalogs, data selections, and techniques.
Most of the references cited above agree on the fact that

the GCE spectral energy distribution [(SED), E2dN=dE] is
peaked at few GeV. However, other properties are much
more uncertain and still under debate. For example, the
GCE has been claimed in [8] to be spherically symmetric
and centered around the galactic center. Moreover, the GCE
energy spectrum can be well modeled as γ rays produced by
dark matter (DM) particles annihilating into bb̄ with a
thermal annihilation cross section, which is the proper cross
section to explain the observed density of DM in the
Universe [12]. All these characteristics make the GCE very
appealing for indirect DM searches.

In other publications (e.g., Refs. [9–11]), it has been
shown that, using different IEMs and source catalogs, the
measurement of some GCE properties, in particular the
normalization of the spectrum, are too uncertain to con-
clude that it is of DM origin. For example, Refs. [13,14]
claimed that the spatial shape of the GCE is better modeled
with the distribution of stars in the bulge of our Galaxy. In
particular, they demonstrated that fitting the GCE with two
emission templates associated with the galactic bulge
provides a much better fit than using a DM template.
This result implies that the GCE is not spherically sym-
metric since the boxy bulge has an ellipsoidal shape.
References [15,16] likewise raise doubts on a DM origin

of the GCE. By applying wavelet analysis and non-
Poissonian template fitting to Fermi-LAT data, they pub-
lished compelling evidence for the existence of a faint
population of sources located in the galactic center with
properties that can explain the GCE. The presence of these
sources could be interpreted as a population of millisecond
pulsars located around the bulge of our Galaxy. However,
very recently, Refs. [17,18] have shown that the non-
Poissonian template fitting method can misattribute
unmodeled point sources or imperfections in the IEM to*dimauro.mattia@gmail.com
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The center of the Milky Way is predicted to be the brightest region of γ-rays generated by self-
annihilating dark matter particles. Excess emission about the Galactic center above predictions made
for standard astrophysical processes has been observed in γ-ray data collected by the Fermi Large Area
Telescope. It is well described by the square of a Navarro, Frenk, and White dark matter density
distribution. Although other interpretations for the excess are plausible, the possibility that it arises from
annihilating dark matter is valid. In this paper, we characterize the excess emission as annihilating dark
matter in the framework of an effective field theory. We consider the possibility that the annihilation process
is mediated by either pseudoscalar or vector interactions and constrain the coupling strength of these
interactions by fitting to the Fermi Large Area Telescope data for energies 1–100 GeV in the 15° × 15°
region about the Galactic center using self-consistently derived interstellar emission models and point
source lists for the region. The excess persists and its spectral characteristics favor a dark matter particle
with a mass in the range approximately from 50 to 190 (10 to 90) GeV and annihilation cross section
approximately from 1 × 10−26 to 4 × 10−25 (6 × 10−27 to 2 × 10−25) cm3=s for pseudoscalar (vector)
interactions. We map these intervals into the corresponding WIMP-neutron scattering cross sections
and find that the allowed range lies well below current and projected direct detection constraints for
pseudoscalar interactions, but are typically ruled out for vector interactions.

DOI: 10.1103/PhysRevD.95.103005

I. INTRODUCTION

Despite the overwhelming evidence from astrophysics
and cosmology that roughly 80% of the matter in our
Universe is in the form of dark, nonbaryonic particles, how
this so-called dark matter (DM) fits with the Standard
Model (SM) of particle physics is currently unknown.
Determining the nature of DM is one of the most pressing
questions in the physical sciences, and a wide array of
experiments are underway which hope to shed light on its
identity by observing its interactions with the better under-
stood particles of the SM.
Indirect detection is one of the promising avenues to

elucidate the nature of DM. This method attempts to
detect and discriminate the SM particles produced by
DM particle annihilations (or decays) from those produced

by conventional astrophysical processes. γ-rays of ∼GeV
energies are a particularly effective messenger because they
propagate unhindered on galactic scales, and thus can be
effectively traced back along the direction of their origin. In
recent years, the Fermi Large Area Telescope (Fermi-LAT)
has mapped out the γ-ray sky with the highest sensitivity of
space-borne detectors to date, leading to the current best
limits on the annihilation cross section for ∼100 GeV DM
annihilations that result in γ-rays.
Numerical simulations of galaxy formation offer clues

as to where DM annihilation is expected to shine the
most brightly. The simulations typically predict a large
concentration of DM close to the Galactic center (GC),
which smoothly falls off with Galactocentric radius.
They also predict localized overdensities of DM, some
of which correspond to dwarf spheroidal satellite galaxies.
Both targets provide complementary regions of interest
for DM searches. The DM related emission from the dwarf
galaxies is expected to be of lower intensity, but to be
relatively free of standard astrophysical backgrounds.
Searches for γ-ray emission from dwarf satellites of the
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An anomalous gamma-ray excess emission has been found 
in the Fermi Large Area Telescope data1 covering the centre 
of the Galaxy2,3. Several theories have been proposed for this 
‘Galactic centre excess’. They include self-annihilation of 
dark-matter particles4, an unresolved population of millisec-
ond pulsars5, an unresolved population of young pulsars6, or 
a series of burst events7. Here, we report on an analysis that 
exploits hydrodynamical modelling to register the position of 
interstellar gas associated with diffuse Galactic gamma-ray 
emission. We find evidence that the Galactic centre excess 
gamma rays are statistically better described by the stel-
lar over-density in the Galactic bulge and the nuclear stellar 
bulge, rather than a spherical excess. Given its non-spherical 
nature, we argue that the Galactic centre excess is not a dark-
matter phenomenon but rather associated with the stellar 
population of the Galactic bulge and the nuclear bulge.

The main challenge in pinning down the properties of the 
Galactic centre excess (GCE) is the modelling of diffuse Galactic 
emission from the interaction of cosmic rays with interstellar gas 
and radiation fields, by far the dominant source of gamma rays in 
this region. The Fermi-Large Area Telescope (LAT) Collaboration 
designed a diffuse Galactic emission model based on a template8 
approach that is optimized to single out gamma-ray point sources. 
This approach presupposes that the diffuse Galactic emission can 
be modelled as a linear combination of interstellar gas, inverse 
Compton maps, and several other diffuse components. Owing to 
the limited kinematic resolution of gas tracers towards the Galactic 
centre (GC), interstellar gas correlated gamma rays from the GC 
direction are difficult to disentangle. Previous studies3,4,9 utilized 
interstellar gas maps that were constructed with an interpolation 
approach that assumed circular motion of interstellar gas. This kine-
matic assumption provides for an estimate of the distance to a part 
of the interstellar gas. However, it is well established that the Galaxy 
contains a central bar that causes non-circular motion of interstellar 
gas in its inner regions, so assuming circularity introduces a signifi-
cant and avoidable bias to gamma-ray analyses of the GC region10.

We use Fermi-LAT data accumulated between 4 August 2008 
and 4 September 2015 in the 15° ×  15° region around the GC. 
Hydrodynamical simulations10 that account for the effects of the 
Galactic bar were used to better determine the diffuse Galactic 
gamma-ray emission. To evaluate the impact that the choice of 
interstellar gas models has on our results, we also constructed 
atomic and molecular hydrogen gas maps using an interpolation 
approach that reproduced those used in most previous gamma-ray 
analyses of the GC. We split each into four concentric rings, each 

with its own normalization parameter. Details of the model compo-
nents and approach are provided in the Methods.

Interstellar gas map templates constructed using the results of 
hydrodynamical simulations were found to be a better description of 
the diffuse gamma-ray data than the standard interpolation-based 
maps with a log likelihood ratio ≈ 1,362. As we have additional data 
compared with that used to construct the Fermi-LAT 3FGL cata-
logue11 and since we also use a different Galactic diffuse emission 
model, we searched for new point sources. We found 64 candidates 
(each with significance ≥ 4σ) in our region of interest that are shown 
as green crosses in Fig. 1. We found multi-wavelength counterparts 
for 18 of our 64 point source candidates. This is similar to the 3FGL 
catalogue11 where ~1/3 of the point sources do not have multi-wave-
length associations, especially in the GC region where there is high 
extinction and the diffuse Galactic emission model is more likely 
to require corrections. Given that our point source candidates have 
high statistical significance, including them quantitatively affects 
our results; however, they do not qualitatively affect our conclusions 
(see section ‘Systematic errors’ in the Methods).

Our dark-matter template for the GCE is modelled by the square 
of an Navarro–Frenk–White (NFW) template with an inner slope 
of 1.2. Note that when all the uncertainties are accounted for, 
observations of the dwarf spheroidals do not definitively rule out 
the dark-matter interpretation of the GCE12. Extended gamma-ray 
emission in the GC may also arise from unresolved sources such as 
millisecond pulsars (MSPs)5,9 or young pulsars6, both of which have 
GeV-peaked gamma-ray spectra. Studies have also shown detect-
able non-Poissonian features in photon statistics13,14. However, these 
may be due to defects in the Galactic emission model15. The young 
pulsar hypothesis requires recent star formation given the few-
Myr gamma-ray lifetimes of ordinary pulsars. Such star formation 
is absent from most of the bulge except in the r ≲  100 pc nuclear 
region; a young pulsar explanation of the GCE thus requires that 
the bulge contain pulsars that are launched out of the nucleus. It has 
been claimed that this can be achieved by the pulsar’s natal kicks6 
whereas MSPs can be generated from old stellar populations16.

We thus also consider Galactic bulge stellar templates. Almost 
half of the stars17 in the Galactic bulge are on orbits that contrib-
ute to the appearance (from the Earth) of an X-shaped over-con-
centration (the ‘X-bulge’)18. This structure has been revealed in an 
analysis19 of 3.4 and 4.6 μ m data collected by the WISE telescope20. 
However, in ref. 21, it is argued that the X-shape is a processing arte-
fact. Our aim is not to scrutinize what the correct bulge template 
may be, but rather to explore the bulge as an example astrophysical 
template for the GCE that is an alternative to dark matter. Using 
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Abstract

We present a new reconstruction of the distribution of atomic hydrogen in the inner Galaxy that is based on explicit
radiation transport modeling of line and continuum emission and a gas-flow model in the barred Galaxy that
provides distance resolution for lines of sight toward the Galactic center. The main benefits of the new gas model
are (a) the ability to reproduce the negative line signals seen with the HI4PI survey and (b) the accounting for gas
that primarily manifests itself through absorption. We apply the new model of Galactic atomic hydrogen to an
analysis of the diffuse gamma-ray emission from the inner Galaxy, for which an excess at a few GeV was reported
that may be related to dark matter. We find with high significance an improved fit to the diffuse gamma-ray
emission observed with the Fermi-LAT, if our new H I model is used to estimate the cosmic-ray induced diffuse
gamma-ray emission. The fit still requires a nuclear bulge at high significance. Once this is included there is no
evidence of a dark-matter signal, be it cuspy or cored. But an additional so-called boxy bulge is still favored by the
data. This finding is robust under the variation of various parameters, for example, the excitation temperature of
atomic hydrogen, and a number of tests for systematic issues.

Unified Astronomy Thesaurus concepts: Gamma-rays (637); Dark matter (353); Galactic center (565)

1. Introduction

Since its discovery some 10 yr ago (Goodenough &
Hooper 2009; Hooper & Goodenough 2011), the excess of
gamma rays observed with the Fermi-LAT from the Galactic
center region has remained one of the most intriguing open
questions in astroparticle physics. Although published inter-
pretations concentrate on a dark-matter interpretation or a
millisecond pulsar related origin, there is no consensus on the
origin of this so-called Galactic center excess (GCE). See, for
example, Section 6 of Slatyer (2021) for a review. One of the
main systematic difficulties is the need to accurately model the
intense diffuse gamma-ray emission and the gamma-ray
sources in the region.

Several studies have claimed to find a non-Poissonian
component to the GCE (Bartels et al. 2016; Lee et al. 2016),
which may be further evidence for the millisecond-pulsar
explanation. However, there is some controversy regarding the
level of systematics in this approach (e.g., Leane &
Slatyer 2019, 2020a, 2020b; Buschmann et al. 2020; Chang
et al. 2020; Calore et al. 2021; List et al. 2021; Mishra-Sharma
& Cranmer 2022).

Gamma rays can be produced by cosmic-ray electrons and
ions in what is referred to as leptonic and hadronic radiation
processes. The main leptonic emission processes are inverse
Compton scattering of very-high-energy electrons off ambient
photons and nonthermal bremsstrahlung (Blumenthal &
Gould 1970). Hadronic emission processes involve the

production of secondary particles in collisions of cosmic rays
with gas nuclei and their eventual decay to gamma rays, which
can be well modeled with Monte Carlo event generators (e.g.,
Bhatt et al. 2020). Both nonthermal bremsstrahlung and
hadronic emission scale with the gas density, and so they
provide the dominant contribution to the diffuse Galactic
gamma-ray intensity for lines of sight through the Galactic
plane and in particular toward the Galactic center region, where
the gas column density is very high. Modeling the diffuse
interstellar gamma-ray emission thus requires knowledge of the
distribution of gas in the Galaxy, which must be convolved
with the spatial distribution of cosmic rays to estimate the
gamma-ray emissivity along each line of sight. Ionized gas is
seen in the dispersion of the radio signals from pulsars. Line
spectra of atomic hydrogen (H I) or CO as tracers of molecular
hydrogen provide information on the line-of-sight velocity of
the gas, whereas what is needed is the distribution along the
line of sight. Traditionally the Doppler shift of the line signal is
modeled assuming circular motion around the Galactic center
(e.g., Nakanishi & Sofue 2006), which fails toward the inner
Galaxy, on account of the vanishing line-of-sight component of
the flow velocity. Pohl et al. (2008) used a model of noncircular
gas flow based on the smoothed particle hydrodynamic
simulations described in Bissantz et al. (2003) to deconvolve
CO data. They employed an iterative method to successively
reduce the signal in the line spectrum and place it at the eight
best-matching distance intervals, until there is only noise left.
In Macias et al. (2018) an analogous deconvolution of H I data
was found to provide a better fit to the diffuse gamma-ray
emission from the Galactic center region than do the gas maps
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The characteristics of the Galactic Center Excess (GCE) emission observed in gamma-ray energies
– especially the morphology of the GCE – remain a hotly debated subject. The manner in which
the dominant diffuse gamma-ray background is modeled has been claimed to have a determining
effect on the preferred morphology. In this work, we compare two distinct approaches to the galactic
diffuse gamma-ray emission background: the first approach models this emission through templates
calculated from a sequence of well-defined astrophysical assumptions, while the second approach
divides surrogates for the background gamma-ray emission into cylindrical galactocentric rings with
free independent normalizations. At the latitudes that we focus on, we find that the former approach
works better, and that the overall best fit is obtained for an astrophysically motivated fit when the
GCE follows the morphology expected of dark matter annihilation. Quantitatively, the improvement
compared to the best ring-based fits is roughly 6500 in the �2 and roughly 4000 in the log of the
Bayesian evidence. �

Introduction: For over a decade, claims have persisted
that a surfeit of photons are present in Fermi Large
Area Telescope (Fermi -LAT) [1, 2] observations. This so-
called Galactic Center Excess (GCE) emission has been
observed around the center of the Milky Way at GeV
energies [3–15]. Details of this emission appear to de-
pend on high-level choices, such as the region of interest
(ROI) considered and how the astrophysical emission is
modeled, but the existence and the spectrum of the GCE
appear very stable, despite the fact that our knowledge
of the point-source catalog has dramatically increased in
completeness since the discovery of the GCE [15, 16].
The central question we wish to address in this work is
whether or not the morphology of the GCE is roughly
spherically symmetric [10, 11, 13, 15, 17] or follows the
morphology of stellar populations in the Galaxy [18–23].
This is motivated by the question of whether the GCE
is produced by dark matter (DM) annihilation, which is
expected to be approximately spherically symmetric and
could produce GeV emission, or by millisecond pulsars,
whose spatial distribution may correlate with stellar pop-
ulations and whose energy spectrum peaks in intensity
around a GeV.

Given the large number of independent degrees of
freedom across the sky (equal to the number of un-
masked pixels across all energy bins), arriving at an
expected background model necessitates many assump-
tions. Works such as Ref. [15] assume that the inner
galaxy is dominated by galactic diffuse emission origi-
nating from nearly steady-state astrophysical processes.
These templates are modeled by choosing a set of well-
defined astrophysical assumptions controlled by a num-
ber of “hyperparameters” describing how cosmic rays are
injected, propagate, and interact with the interstellar
medium to produce gamma rays. Uncertainties on those
hyperparameters are accounted for by creating a large

number of models of the interstellar medium and the
cosmic-ray sources of the inner galaxy, and also by al-
lowing for some normalization freedom between different
astrophysical mechanisms for the entire ROI after the dif-
fuse modeling is complete. This freedom on the hyper-
parameters of the diffuse modeling and on the resulting
independent normalizations account for the uncertain-
ties in the underlying hypotheses. The Fermi bubbles, a
prominent emission component that is known to be non-
steady state, are included independently.

Modeling the sky without these astrophysical modeling
assumptions necessarily introduces a different number of
fit parameters. The approach in [18, 20, 21, 23], follow-
ing official Fermi collaboration analyses [13, 24], intro-
duces cylindrical, galactocentric templates that, in pro-
jection, look like rings, and which we will refer to hence-
forth as “ring-based templates”. These rely on gas maps
and inverse Compton scattering maps, plus a set of two
“residual” components, leading to 16 separate normaliza-
tions per energy-bin used, as described below. Here, we
perform a comprehensive fit to the ring-based templates
from [23] in order to compare the fit quality to the results
of Ref. [15] in a unified statistical framework.

Statistical Procedure: In this work, we compare the
results of the astrophysically motivated templates of [15]
to the approach of [18, 20, 21, 23] for background emis-
sion. This latter approach includes 16 independent galac-
tocentric cylinders based on expected tracers of gamma
ray emission: four rings follow the neutral atomic hy-
drogen (HI) density, four follow the neutral molecular
(H2) density, six follow the calculated inverse Compton
scattering (ICS) emission, and two “residual” components
(one negative valued and one positive valued template,
tuned by hand) are included to ensure a good fit. The
HI and H2 rings are (annular) cylinders with boundaries
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Abstract. The possible gamma-ray excess in the inner Galaxy and the Galactic center (GC)
suggested by Fermi -LAT observations has triggered a large number of studies. It has been
interpreted as a variety of di↵erent phenomena such as a signal from WIMP dark matter
annihilation, gamma-ray emission from a population of millisecond pulsars, or emission from
cosmic rays injected in a sequence of burst-like events or continuously at the GC. We present
the first comprehensive study of model systematics coming from the Galactic di↵use emission
in the inner part of our Galaxy and their impact on the inferred properties of the excess
emission at Galactic latitudes 2� < |b| < 20� and 300 MeV to 500 GeV. We study both
theoretical and empirical model systematics, which we deduce from a large range of Galactic
di↵use emission models and a principal component analysis of residuals in numerous test
regions along the Galactic plane. We show that the hypothesis of an extended spherical
excess emission with a uniform energy spectrum is compatible with the Fermi -LAT data in
our region of interest at 95% CL. Assuming that this excess is the extended counterpart of the
one seen in the inner few degrees of the Galaxy, we derive a lower limit of 10.0� (95% CL) on
its extension away from the GC. We show that, in light of the large correlated uncertainties
that a↵ect the subtraction of the Galactic di↵use emission in the relevant regions, the energy
spectrum of the excess is equally compatible with both a simple broken power-law of break
energy Ebreak = 2.1 ± 0.2 GeV, and with spectra predicted by the self-annihilation of dark
matter, implying in the case of b̄b final states a dark matter mass of m� = 49+6.4

�5.4 GeV.
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Possible Evidence For Dark Matter Annihilation In The Inner Milky Way From The
Fermi Gamma Ray Space Telescope
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We study the gamma rays observed by the Fermi Gamma Ray Space Telescope from the direc-
tion of the Galactic Center and find that their angular distribution and energy spectrum are well
described by a dark matter annihilation scenario. In particular, we find a good fit to the data for
dark matter particles with a 25-30 GeV mass, an annihilation cross section of ∼ 9 × 10−26 cm3/s,
and that are distributed with a cusped halo profile, ρ(r) ∝ r−1.1, within the inner kiloparsec of the
Galaxy. We cannot, however, exclude the possibility that these photons originate from an astro-
physical source or sources with a similar morphology and spectral shape to those predicted in an
annihilating dark matter scenario.

Searches for dark matter annihilation products are
among the most exciting missions of the Fermi Gamma
Ray Space Telescope (FGST). In particular, the FGST
collaboration hopes to observe and identify gamma
rays from dark matter annihilations occuring cosmolog-
ically [1], as well as within the Galactic Halo [2], dwarf
galaxies [3], microhalos [4], and the inner region of the
Milky Way [5].

Due to the very high densities of dark matter predicted
to be present in the central region of our galaxy, the
inner Milky Way is expected to be the single brightest
source of dark matter annihilation radiation in the sky.
This region is astrophysically rich and complex, however,
making the task of separating dark matter annihilation
products from backgrounds potentially challenging. In
particular, the Galactic Center contains a 2.6 × 106 M!

black hole coincident with the radio source Sgr A∗ [6],
the supernova remnant Sgr A East, and a wide variety
of other notable astrophysical objects, including massive
O and B type stars, and massive compact star clusters
(Arches and Quintuplet).

Since its launch in June of 2008, the Large Area Tele-
scope (LAT) onboard the FGST has identified as pho-
tons several hundred thousand events from within a few
degrees around the Galactic Center. In addition to pos-
sessing the effective area required to accumulate this very
large number of events, the angular resolution and energy
resolution of the FGST’s LAT are considerably improved
relative to those of its predecessor EGRET. As a result,
this new data provides an opportunity to perform a pow-
erful search for evidence of dark matter annihilation [7].

Dark matter annihilations are predicted to produce a
distribution of gamma rays described by:

Φγ(Eγ ,ψ) =
1

2
< σv >

dNγ

dEγ

1

4πm2
dm

∫
los

ρ2(r)dl(ψ)dψ,

(1)
where < σv > is the dark matter particle’s self-
annihilation cross section (multiplied by velocity), mdm

is the dark matter particle’s mass, ψ is the angle away

from the direction of the Galactic Center that is observed,
ρ(r) describes the dark matter density profile, and the
integral is performed over the line-of-sight. dNγ/dEγ is
the spectrum of prompt gamma rays generated per an-
nihilation, which depends on the dominant annihilation
channel(s). Note that Eq. 1 provides us with predictions
for both the distribution of photons as a function of en-
ergy, and as a function of the angle observed. It is this
powerful combination of signatures that we will use to
identify and separate dark matter annihilation products
from astrophysical backgrounds [8].

With a perfect gamma ray detector, the distribution of
dark matter events observed would follow precisely that
described in Eq. 1. The LAT of the FGST has a finite
point spread function, however, which will distort the
observed angular distribution. In our analysis, we have
modeled the point spread function of the FGST’s LAT
according to the performance described in Ref. [9].

In addition to any gamma rays from dark matter anni-
hilations coming from the region of the Galactic Center,
significant astrophysical backgrounds are known to exist.
In particular, HESS [10] and other ground-based gamma
ray telescopes [11] have detected a rather bright gamma
ray source coincident with the dynamical center of our
galaxy (l = −0.055◦, b = 0.0442◦). The spectrum of
this source has been measured to be a power-law of the
form dNγ/dEγ ≈ 10−8 GeV−1 cm−2 s−1(E/GeV)−2.25

between approximately 160 GeV and 20 TeV. Although
HESS and other ground-based telescopes cannot easily
measure the spectrum of this source at lower energies,
it is likely that it will extend well into the range stud-
ied by the FGST [12], where it will provide a significant
background for dark matter searches [13]. Furthermore,
gamma ray emission from numerous faint point sources
and/or truly diffuse sources can provide a formidable
background in the region of the Galactic Center, espe-
cially near the disk of the Milky Way. To model this back-
ground, we have studied the angular distribution of pho-
tons observed by the FGST in the region of 3◦ < |l| < 6◦,
and found that the emission is fairly well described by a
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analysis; we include isotropic, Fermi bubbles, and Fermi-
LAT p6v11 diffuse emission, as well as isotropic, disk, and
NFW-distributed PSs. The simulated data are then passed
through the 3FGL unmasked IG analysis pipeline described
above. Details for how we perform the simulations may be
found in the Supplemental Material [29].
The top row of Fig. 4 shows the source-count functions

that are recovered from the NPTF (left), as well as the
posterior distributions for the flux fractions of the separate
components of the fit (right). The fitting procedure attrib-
utes the correct fraction of flux to NFW-distributed PSs,
within uncertainties, and finds no evidence for NFW DM.
When no NFW PS template is included in the fit (inset, top
right), the NFW DM template absorbs the excess. Both the
source-count functions and the flux fractions are consistent
with the results obtained using real data. Additionally, we
recover a Bayes factor of ∼105 in preference for NFW PSs
when using the simulated data, which is similar to what we
found for the actual analysis.
For comparison, the bottom row of Fig. 4 shows the

result of running the NPTF on a simulated data set that does
not include NFW-distributed PSs but does include NFW
DM. The model parameters used to generate the simulated
data are taken from the best-fit values of the analysis
without NFW PSs on the real data. In this case, the fitting
procedure finds no evidence for NFW PSs, as it should, and

the Bayes factor in preference for NFW PSs is much less
than 1. The source-count functions recovered for disk-
correlated and isotropic PSs are consistent with those used
to generate the simulated data.
The source-count function that we recover for NFWPSs in

the IG differs at low flux from those previously considered in
the literature, which were motivated by population models
and/or data for disk MSPs [19,23,24,45]. In particular, our
source-count function seems to prefer an increasing
dN=d logF below the break, implyingmost sources lie close
to the cutoff luminosity, while previously considered source-
count functions tend to be flatter or falling in dN=d logF. If
confirmed, this may suggest novel features of the source
population; however, our results are also consistentwith a flat
or falling dN=d logF within uncertainties.
The results of the NPTF analyses presented here predict a

new population of PSs directly below the PS-detection
threshold in the IG. We estimate from the 3FGL unmasked
(masked) analysis that half of the excess within 10° of
the GC with jbj ≥ 2° may be explained by a population of
132þ31

−25 (86
þ32
−25 ) unresolved PSs, with flux above 1.51

þ0.30
−0.25 ×

10−10 ð1.40þ0.29
−0.27 × 10−10Þ photons=cm2 s. The entire excess

within this region could be explained by 402þ159
−91 (258þ135

−83 )
PSs, although this estimate relies on extrapolating the
source-count function to very low flux, where systematic

FIG. 4. Results obtained by applying the NPTF to simulated data. (Left column) The source-count functions for the PS templates in the
fit when NFW PSs are included in the simulated data (top) or not (bottom). Note that when NFW PSs are not simulated, a NFW DM
component is instead. (Right column) The associated posteriors for the fraction of flux absorbed by the different templates in the fit. The
inset plots show the results of analyzing the simulated data without a NFW PS template in the fit. All plots are relative to the region
within 10° of the GC with jbj ≥ 2° and 3FGL sources unmasked. For the flux-fraction plots, the fractions are computed relative to the
total number of counts observed in the real data.
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Point-like (i.e. millisecond pulsars) or Smooth (i.e. DM)??

Strong Support for the Millisecond Pulsar Origin of the Galactic Center GeV Excess

Richard Bartels,* Suraj Krishnamurthy,† and Christoph Weniger‡
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Using γ-ray data from the Fermi Large Area Telescope, various groups have identified a clear excess
emission in the Inner Galaxy, at energies around a few GeV. This excess resembles remarkably well a signal
from dark-matter annihilation. One of the most compelling astrophysical interpretations is that the excess is
caused by the combined effect of a previously undetected population of dim γ-ray sources. Because of their
spectral similarity, the best candidates are millisecond pulsars. Here, we search for this hypothetical source
population, using a novel approach based on wavelet decomposition of the γ-ray sky and the statistics of
Gaussian random fields. Using almost seven years of Fermi-LAT data, we detect a clustering of photons as
predicted for the hypothetical population of millisecond pulsar, with a statistical significance of 10.0σ. For
plausible values of the luminosity function, this population explains 100% of the observed excess emission.
We argue that other extragalactic or Galactic sources, a mismodeling of Galactic diffuse emission, or the
thick-disk population of pulsars are unlikely to account for this observation.

DOI: 10.1103/PhysRevLett.116.051102

Introduction.—Since its launch in 2008, the Fermi Large
Area Telescope (LAT) has revolutionized our understand-
ing of the γ-ray sky. Among the major successes are the
detection of more than 3000 γ-ray sources [1], the discov-
ery of the Fermi bubbles [2], some of the most stringent
limits on dark-matter annihilation [3], and, most recently,
the detection of cross-correlations between the extragalac-
tic γ-ray background and various galaxy catalogs [4].
One of the most interesting γ-ray signatures identified in

the Fermi-LAT data by various groups [5–16], is an excess
emission in the Inner Galaxy at energies around a few GeV.
This excess attracted great attention because it has proper-
ties typical for a dark-matter annihilation signal. This
Galactic Center excess (GCE) is detected both within
the inner 10 arcmin of the Galactic Center (GC) [7,9,10]
and up to Galactic latitudes of more than 10° [13,15,17,18].
It features a remarkably uniform spectrum and approx-
imately spherical symmetry [13,15]. Proposed diffuse
emission mechanisms, like leptonic or hadronic outbursts
[19–21] or cosmic-ray injection in the central molecular
zone [22], potentially explain part of the excess emission.
However, it is challenging to explain all of the above
aspects of the GCE with these mechanisms alone.
Probably the most plausible astrophysical interpretation

for the GCE is the combined emission from a large number
of unresolved millisecond pulsars (MSPs) in the Galactic
bulge region [10,12,23,24]. MSPs feature a spectrum
compatible with the GCE emission [15], and a large
unresolved component can naturally explain the uniformity
of the GCE spectrum in different regions of the sky.
Recently, it was shown that the spatial distribution of
MSPs that were spilled out of disrupted globular clusters
can explain the morphology of the GCE [25]. Such MSPs
from disrupted globular clusters have also been suggested

as the source behind the GeV through TeV emission in the
inner few parsec of the GC [26]. Further possible support
for the MSP hypothesis might come from Chandra
observations of low-mass x-ray binaries (which are pro-
genitor systems of MSPs) in M31, which show a centrally
peaked profile in the inner 2 kpc [27,28], as well as the
recent observation of extended hard-x-ray emission from
the Galactic Center by NuSTAR [29].
It was claimed that an interpretation of 100% of the GCE

emission in terms of MSPs would be already ruled out: a
sizeable fraction of the required 103–104 MSPs should have
been already detected by the Fermi LAT [30,31], but no
(isolated) MSP has been identified so far in the bulge region.
This conclusion depends crucially, however, on the adopted
γ-ray luminosity of the brightest MSPs in the bulge pop-
ulation, on the effective source sensitivity of Fermi LAT, and
on the treatment of unassociated sources in the Inner Galaxy
[25,32]. A realistic sensitivity study for MSPs in the context
of the GeVexcess, taking into account all these effects, was
lacking in the literature up to now (but see Ref. [33]).
In this Letter, we close this gap and present a novel

technique for the analysis of dim γ-ray sources and apply it
to Fermi-LAT observations of the Inner Galaxy. Our
method is based on the statistics of maxima in the wave-
let-transformed γ-ray sky (in the context of Fermi-LAT
data, wavelet transforms were used previously for the
identification of point source seeds [1,16]). We search
for contributions from a large number of dim MSP-like
sources, assuming that they are spatially distributed as
suggested by GCE observations. Our method has several
advantages with respect to previously proposed techniques
based on one-point fluctuations [34], most notably, the
independence from Galactic diffuse emission models and
the ability for candidate source localization.
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Evidence for Unresolved γ-Ray Point Sources in the Inner Galaxy
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We present a new method to characterize unresolved point sources (PSs) generalizing traditional
template fits to account for non-Poissonian photon statistics. We apply this method to Fermi Large Area
Telescope γ-ray data to characterize PS populations at high latitudes and in the Inner Galaxy. We find that
PSs (resolved and unresolved) account for ∼50% of the total extragalactic γ-ray background in the energy
range ∼1.9 to 11.9 GeV. Within 10° of the Galactic Center with jbj ≥ 2°, we find that ∼5%–10% of the flux
can be accounted for by a population of unresolved PSs distributed consistently with the observed ∼GeV
γ-ray excess in this region. The excess is fully absorbed by such a population, in preference to dark-matter
annihilation. The inferred source population is dominated by near-threshold sources, which may be
detectable in future searches.

DOI: 10.1103/PhysRevLett.116.051103

Dark-matter (DM) annihilation in the Galactic halo can
contribute to the flux of high-energy γ rays detected by
experiments such as the Fermi Large Area Telescope (LAT)
[1]. Currently, an excess of ∼GeV γ rays has been observed
by the Fermi LAT near the Galactic Center (GC) [2–16].
The signal extends ∼10° off the plane, is approximately
spherically symmetric, and has an intensity profile that falls
as r−2γ with γ ≈ 1.1–1.4 [12,14]. The morphology and
energy spectrum of the signal is consistent with DM
annihilation. There is some possible tension between the
DM interpretation and other searches, especially in dwarf
galaxies [17]; alternate explanations include a new pop-
ulation of millisecond pulsars (MSPs) [11,18–26] or
cosmic-ray injection [27,28].
This Letter addresses the potential contribution of

unresolved point sources (PSs) to the excess through the
use of a new statistical method called a non-Poissonian
template fit (NPTF). Our approach is model independent, in
that we remain agnostic about the nature of the PSs. To
verify the method, we use it to characterize unresolved
γ-ray PSs at high Galactic latitudes. These findings
represent one of the most precise measurements of the
contribution of PSs to the extragalactic γ-ray background
(EGB) and have important implications for characterizing
its source components.
The main focus of this Letter is to use the NPTF to search

for a population of unresolved γ-ray PSs in the Inner
Galaxy (IG) with a morphology consistent with that of the
excess. We find that the NPTF strongly prefers a PS origin
for the excess over a DM-like (smooth diffuse) origin. The
Supplemental Material [29] provides further details on the
method, as well as additional cross-checks that support
these conclusions.

This study analyzes the Extended Pass 7 Reprocessed
Fermi-LAT data from ∼August 4, 2008 to ∼December 5,
2013 made available by Ref. [33]. A HEALPix [34]
pixelization of the data with nside ¼ 128 is used, corre-
sponding to pixels ∼0.5° to a side. We emphasize that our
study focuses on data in a single energy bin from 1.893 to
11.943 GeV and does not rely on or extract spectral
information for the excess. The choice of this energy range
keeps the signal-to-background ratio in the region of
interest (ROI) high, maintains a sufficiently large number
of photons over the full sky, and keeps the point-spread
function relatively small and energy independent.
The analysis utilizes the photon-count probability dis-

tribution in each pixel. In general, a given model for the
γ-ray flux with parameters θ predicts a probability pðpÞ

k ðθÞ
of observing k photons in a pixel p. Several source
components, each modeled by a spatial template, can
contribute photons in a pixel. To date, analyses using
templates have assumed Poisson statistics for the photon-
count distribution—specifically, that pðpÞ

k ðθÞ is the Poisson
probability to draw k counts with mean given by the sum of
the template components in pixel p.
To account for unresolved PSs, the standard template-

fitting procedure must be generalized to include non-
Poissonian photon counts. In the NPTF procedure,
pðpÞ
k ðθÞ depends on a potentially pixel-dependent PS

source-count function dNp=dF. The source-count function
determines the average number of PSs within pixel p that
contribute photon flux between F and F þ dF. In this
work, the source-count function is assumed to follow
a broken power law, dNp=dF ∝ ApF−n, with pixel-
dependent normalization Ap and indices n1 (n2) above
(below) the break Fb that are constant between pixels. For
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Revival of the Dark Matter Hypothesis for the Galactic Center Gamma-Ray Excess
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Statistical evidence has previously suggested that the galactic center GeV excess (GCE) originates
largely from point sources, and not from annihilating dark matter. We examine the impact of unmodeled
source populations on identifying the true origin of the GCE using non-Poissonian template fitting (NPTF)
methods. In a proof-of-principle example with simulated data, we discover that unmodeled sources in the
Fermi bubbles can lead to a dark matter signal being misattributed to point sources by the NPTF. We
discover striking behavior consistent with a mismodeling effect in the real Fermi data, finding that large
artificial injected dark matter signals are completely misattributed to point sources. Consequently, we
conclude that dark matter may provide a dominant contribution to the GCE after all.

DOI: 10.1103/PhysRevLett.123.241101

Introduction.—There has been an extensive debate in the
literature over the origins of the galactic center excess
(GCE), an extended and roughly spherically symmetric
gamma-ray source filling the region within ∼1.5 kpc of the
galactic center (GC), with energy spectrum peaking at
1–3 GeV [1–7]. Leading hypotheses include a new popu-
lation of unresolved gamma-ray pulsars, individually
too faint to be detected but in aggregate yielding the excess
[8–19], cosmic-ray injection [20–22], or alternatively a
signal from annihilating dark matter (DM) (e.g., [1,5,23]).
The latter explanation, if confirmed, would be of extra-
ordinary importance for our understanding of the Universe,
as the first nongravitational probe of the properties of DM
and its interactions with visible particles.
The hypothesis that unresolved point sources (PSs)

generate much or all of the GCE can potentially be
distinguished from the DM hypothesis via photon statistics
[24,25]. The DM signal is expected to be dominated by the
smooth galactic halo (although see [26]), and the proba-
bility of seeing a certain number of photons from a spatial
pixel is obtained from the Poisson distribution based on the
expected number of photons. For a population of unre-
solved sources, the positions of the individual sources are
not known, and the scatter of the number of sources (of a
given brightness) in a pixel must be taken into account.
Qualitatively, a population of unresolved PSs will generally
have a greater probability to generate pixels with a large
number of counts (due to the presence of one or more
sources) or a very small number of counts (due to an
absence of sources) compared to an extended diffuse source
with the same overall expected number of photons.
Standard “template fitting” methods, where the sky is

modeled as a linear combination of components with
distinct spatial morphologies, can be adapted to incorporate
these differences in statistical behavior. Templates for diffuse

components consist of an expected number of photons in
each pixel, possibly with a free overall normalization factor;
templates for populations of unresolved PSs are characte-
rized additionally by the “source count function” (SCF),
which describes the probability that a given source has a
certain brightness (i.e., produces a certain expected number
of photons). It is then possible to calculate the probability to
observe a certain number of photons in each pixel, as a
function of the coefficients of the various templates and the
source-count function parameters, and to study the resulting
overall likelihood as a function of these parameters. This
approach is called non-Poissonian template fitting (NPTF)
[24,25,27].
The NPTF method has previously been used to study the

inner Galaxy in gamma rays, modeling the sky as a linear
combination of galactic diffuse emission, the large struc-
tures known as the Fermi bubbles, isotropic extragalactic
diffuse emission, isotropically distributed extragalactic
PSs, galactic PSs tracing the disk of the Milky Way, and
the GCE. Modeling the GCE as a linear combination of a
DM signal and an unresolved point-source population, with
identical spatial morphologies for the signal but differing
statistics, Ref. [27] found that there was a strong statistical
preference for the presence of the point-source population,
and that the DM contribution was consistent with zero.
In this Letter, we explore the robustness of the NPTF to

the presence of additional physical contributions to the
gamma-ray data, which are not captured by the standard
choice of templates. Some such modifications—such as
changing the exact morphology of the disk-correlated or
GCE-correlated PSs—have already been explored [27] and
shown not to qualitatively change the preference for PSs in
the GCE. Motivated by the results of wavelet studies that
find enhanced small-scale power in this region [28,29], we
focus on the possibility that there could be Galactic PSs
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The Galactic Center excess (GCE) of GeV gamma rays can be explained as a signal of annihilating dark
matter or of emission from unresolved astrophysical sources, such as millisecond pulsars. Evidence for the
latter is provided by a statistical procedure—referred to as non-Poissonian template fitting (NPTF)—that
distinguishes the smooth distribution of photons expected for dark matter annihilation from a “clumpy”
photon distribution expected for point sources. In this paper, we perform an extensive study of the NPTF on
simulated data, exploring its ability to recover the flux and luminosity function of unresolved sources at the
Galactic Center. When astrophysical background emission is perfectly modeled, we find that the NPTF
successfully distinguishes between the dark matter and point source hypotheses when either component
makes up the entirety of the GCE. When the GCE is a mixture of dark matter and point sources, the NPTF
may fail to reconstruct the correct contribution of each component. These results are related to the fact that
in the ultrafaint limit, a population of unresolved point sources is exactly degenerate with Poissonian
emission. We further study the impact of mismodeling the Galactic diffuse backgrounds, finding that while
a dark matter signal could be attributed to point sources in some outlying cases for the scenarios we
consider, the significance of a true point source signal remains robust. Our work enables us to comment on
a recent study by Leane and Slatyer (2019) that questions prior NPTF conclusions because the method does
not recover an artificial dark matter signal injected on actual Fermi data. We demonstrate that the failure
of the NPTF to extract an artificial dark matter signal can be natural when point sources are present in the
data—with the effect further exacerbated by the presence of diffuse mismodeling—and does not on its own
invalidate the conclusions of the NPTF analysis in the Inner Galaxy.

DOI: 10.1103/PhysRevD.101.023014

I. INTRODUCTION

The observed excess of GeV gamma rays at the center of
the Milky Way has withstood many tests over the course of
the last decade [1–18]. Referred to as the Galactic Center
excess (GCE), the energy spectrum and morphology of the
excess as observed by the Fermi Large Area Telescope [19]
are consistent with a signal of dark matter (DM) annihilation
[7,11,13,14,18]. However, astrophysical sources—such as a
population of unresolved millisecond pulsars—may also
explain the signal [10,20–31]. Characterizing the nature of
these potential sources, either through direct discovery or
indirect statistical tests, is of paramount importance in
establishing the viability of the DM hypothesis.
Two separate but complementary studies have argued for

evidence of unresolved point sources (PSs) at the Galactic
Center. The first method, referred to as non-Poissonian

template fitting (NPTF), used the statistics of fluctuations in
photon counts to demonstrate evidence for an unresolved
PS population in the Inner Galaxy [32]. The second study
performed a wavelet decomposition of the gamma-ray sky
and found evidence of small-scale structure consistent with
a population of unresolved PSs rather than smooth emis-
sion from DM [33]. Since then, the case for unresolved PSs
has continued to be strengthened by studies suggesting that
the shape of the excess is correlated with the stellar
overdensity in the galactic bulge and the nuclear stellar
bulge, a scenario strongly preferred over spherically sym-
metric emission from DM annihilation [34–36].
The exact nature of these unresolved PSs continues to

remain a mystery, however. Both the NPTF and wavelet
methods are only sensitive to the spatial distribution of PSs
and, in the case of the NPTF, their luminosity function, but
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The Fermi Large Area Telescope (Fermi-LAT) Collaboration has an updated point source catalog,
referred to as 4FGL. We perform the first template fit using a mask based on this new catalog and find that
the excess in gamma rays detected at the Galactic Center in Fermi-LAT data persists. On the other hand, we
find that a search for point sources is highly sensitive to the use of the 4FGL catalog: no sizable excess of
bright pixels is apparent in the inner Galaxy when we mask out 4FGL point sources. Combining these
observations restricts the ability of point sources to contribute to the Galactic Center excess. After
identifying which bright sources have no known counterpart, we place strong constraints on any point
source luminosity function capable of explaining the smooth emission identified in the template fit.

DOI: 10.1103/PhysRevLett.124.231103

Introduction.—An excess of gamma rays, relative to
expectations from diffuse emission, has been detected near
the Galactic Center [1–4] (GCE), extending to Galactic
latitudes greater than 10° [5,6]. This excess appears robust
to uncertainties in the modeling of diffuse emission [7,8],
yet its origin remains debated. While originally interpreted
as evidence of dark matter annihilation [1,2,6], the excess
may have features suggestive of an origin in a population of
point sources [2,9–13]. In particular, Ref. [12] claimed to
have detected evidence that the GCE was produced by a
population of point sources, some of which were suffi-
ciently luminous to have already been observed. Recently,
Ref. [14] has shown that inaccurate modeling of the diffuse
backgrounds can act as a source of bias in the techniques of
Refs. [10,11]. Nonetheless, the results of Ref. [12] appear
compatible and methodologically independent, so it has
remained unclear if such bias is affecting inference about
the GCE.
In this Letter, we provide evidence that the large majority

of the point sources originally found in [12] have sub-
sequently been independently discovered and characterized
by the Fermi Large Area Telescope (Fermi-LAT)
Collaboration as members of the 4FGL point source
catalog [15]: in some sense [12] predicted parts of the
4FGL catalog. Given the size, quality, and energy spectrum
information of the 4FGL catalog, and the claim that some
of the point sources identified in [12] were members of a
population bright enough to account for the GCE, it is
important to reevaluate all facets of the GCE using a mask
based on 4FGL sources.
We perform a template fit to and a search for power at

small angular scales in Fermi data. We find that the GCE
remains preferred at high statistical significance in the
template fit, and, furthermore, the normalization of the

GCE does not appreciably decrease, beyond small finite-
area effects, when we move from a 2FGL to 4FGL mask.
However, the amount of small-scale power decreases
almost entirely. Because the “small-scale excess” goes
away when including a mask of 4FGL sources, but the
GCE is almost unchanged, we argue that this is evidence
that the GCE is not due to bright point sources.
Template fit with 4FGL.—We perform a template fit to

Fermi-LAT gamma-ray data (up to February 2019, week
559 of the Fermi-LAT mission). For our template fit,
we restrict to a single diffuse templates model, model A
from [8], which was shown to provide a good fit to Galactic
Center gamma-ray data. Model A includes contributions
from inverse Compton scattering (ICS), π0, and brems-
strahlung emission; the Fermi bubbles and an isotropic
component are additional templates with their own nor-
malizations. We fix the relative normalizations of π0 and
bremsstrahlung components.
On top of model A, we test two models of smooth

excess emission. Defining ρ̂jγ ∝ ðr=rsÞ−γ½1þ r=rs%−3þγ ,
our first excess model is a smooth Navarro-Frenk-White
(NFW) density profile with ρ2NFW ¼ ðρ̂j1Þ2; our second
is a generalized NFW (GNFW) density profile with
ρ2GNFW ¼ ðρ̂j1.2Þ2. In both cases, we take the scale radius
rs ¼ 20 kpc and r is the distance from the Galactic Center;
r⊙ ¼ 8.5 kpc. We make two choices of point source mask:
the 2FGL mask (current at the time of [6–8]) and the 4FGL
mask. Because the Fermi point spread function varies
with energy, these masks are energy dependent. See the
Supplemental Material for details [16].
With these templates and masks, we use the EMCEE, a

Markov chain Monte Carlo (MCMC) program [17], to
determine the parameters θ that maximize the likelihood λ
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The Fermi Large Area Telescope has observed an excess of ∼GeV energy gamma rays from the center of
the Milky Way, which may arise from near-thermal dark matter annihilation. Firmly establishing the dark
matter origin for this excess is however complicated by challenges in modeling diffuse cosmic-ray
foregrounds as well as unresolved astrophysical sources, such as millisecond pulsars. Non-Poissonian
template fitting (NPTF) is one statistical technique that has previously been used to show that at least some
fraction of the GeV excess is likely due to a population of dim point sources. These results were recently
called into question by Leane and Slatyer (2019), who showed that a synthetic dark matter annihilation
signal injected on top of the real Fermi data is not recovered by the NPTF procedure. In this work, we
perform a dedicated study of the Fermi data and explicitly show that the central result of Leane and Slatyer
(2019) is likely driven by the fact that their choice of model for the Galactic foreground emission does not
provide a sufficiently good description of the data. We repeat the NPTF analyses using a state-of-the-art
model for diffuse gamma-ray emission in the Milky Way and introduce a novel statistical procedure, based
on spherical-harmonic marginalization, to provide an improved description of the Galactic diffuse emission
in a data-driven fashion. With these improvements, we find that the NPTF results continue to robustly favor
the interpretation that the Galactic Center excess is due, in part, to unresolved astrophysical point sources
across the analysis variations that we have explored.

DOI: 10.1103/PhysRevD.102.023023

I. INTRODUCTION

The Fermi Galactic Center excess (GCE) is an approx-
imately spherically symmetric excess of ∼GeV gamma-
rays observed in the inner regions of the Milky Way by the
Fermi Large Area Telescope (LAT). While the GCE is
subdominant compared to diffuse cosmic-ray emission in
this region of sky, the statistical and systematic robustness
of the excess to variations in dataset and foreground models
has been firmly established [1–15]. The GCE has attracted
significant attention because it may arise from the annihi-
lation of a near-thermal dark matter (DM) candidate with
mass on the order of ∼10–100 GeV. Furthermore, the
spatial morphology of the GCE is consistent with that
expected from annihilating DM following a generalized
Navarro-Frenk-White (NFW) density profile [16,17].
However, there are claims that the photon-count statistics

of the GCE are more consistent with the excess arising in
part from a population of subthreshold (i.e., not individu-
ally resolvable) astrophysical point sources (PSs) and not
DM annihilation, the latter of which would be smoothly
distributed in the inner Galaxy [18,19]. Subthreshold PSs
are expected in the inner Galaxy, and millisecond pulsars
in particular could possess an energy spectrum consistent
with that observed for the GCE and may also be distributed
spatially in such a way as to explain the observed morpho-
logy of the GCE [8,20–27]. Indeed, recent studies have
suggested the GCE is correlated with stellar overdensities
in the inner Galaxy [14,28,29].
In this paper, we examine the extent to which mismodel-

ing Galactic foreground emission may bias the evidence
for a PS explanation of the GCE and propose methods for
mitigating such effects. We focus specifically on the
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The Galactic Center GeV excess (GCE) has garnered great interest as a possible signal of either dark
matter annihilation or some novel astrophysical phenomenon, such as a new population of gamma-ray
emitting pulsars. In a companion paper, we showed that in a 10° radius region of interest (ROI) surrounding
the Galactic Center, apparent evidence for GCE point sources (PSs) from non-Poissonian template fitting
(NPTF) is actually an artifact of unmodeled north-south asymmetry of the GCE. In this work, we develop a
simplified analytic description of how signal mismodeling can drive an apparent preference for a PS
population, and demonstrate how the behavior pointed out in the companion paper also appears in simpler
simulated datasets that contain no PS signals at all. We explore the generality of this behavior in the real
gamma-ray data, and discuss the implications for past and future studies using NPTF techniques. While the
drop in PS preference once north-south asymmetry is included is not ubiquitous in larger ROIs, we show
that any overly-rigid signal model is expected to yield a spurious PS signal that can appear very convincing:
as well as apparent significance comparable to what one would expect from a true PS population, the signal
can exhibit stability against a range of variations in the analysis, and a source count function that is very
consistent with previous apparent NPTF-based detections of a GCE PS population. This contrasts with
previously studied forms of systematic mismodeling which are unlikely to mimic a PS population in the
same way. In the light of this observation, and its explicit realization in the region where the GCE is
brightest, we argue that a dominantly smooth origin for the GCE is not in tension with existing NPTF
analyses.

DOI: 10.1103/PhysRevD.102.063019

I. INTRODUCTION

The Fermi Gamma-Ray Space Telescope has detected a
robust gamma-ray excess surrounding the Galactic Center
(GC) [1–4]. This Galactic Center excess (GCE) is peaked at
energies ∼1–3 GeV, and extends out to 10° from the
Galactic Center [5]. A number of studies have found that
its morphology is broadly consistent with a signal of dark
matter (DM) annihilation [6–8], being approximately
spherically symmetric around the GC (with axis ratios
within 20% of unity), and scaling as r−2γ—consistent with
a generalized NFW profile with index γ ∼ 1.1–1.4 [9,10].
More recent analyses have shown that, depending on the
diffuse gamma-ray background model and region over
which the fit is performed, the GCE morphology can be
more consistent with tracing stellar mass in the Galactic
bulge and nuclear stellar cluster [11–13]. In either case, the
GCE could potentially be explained by a new population of
millisecond pulsars (MSPs) [14–23].

The GCE was first discovered using template fitting
methods [1], which build up a model for the gamma-ray sky
as a linear combination of spatial “templates” for distinct
physical contributions to the gamma-ray emission.
Gamma-ray source templates can have Poissonian statistics
(i.e., a DM signal, or backgrounds from cosmic-ray
interactions with the gas and starlight, or contributions
from known point sources (PSs); in all cases the template is
fully characterized by the expected emission in each pixel,
and only its overall normalization is floated), or non-
Poissonian (i.e., characterizing populations of astrophysical
point-sources (PSs), such as pulsars, when their individual
positions are unknown). We will loosely refer to these two
cases as “smooth” and “pointlike” / “PS” contributions,
although templates with Poissonian statistics can still have
sharp variations in the expected flux from pixel to pixel. To
distinguish smooth and PS contributions with identical
spatial morphologies, the template fitting method has been
extended to include non-Poissonian template fitting
(NPTF) [24], which exploits the differences in photon
statistics between the two cases [25,26].
In 2015, two papers claimed strong statistical evidence

for the presence of unresolved gamma-ray PSs (with
*rleane@mit.edu
†tslatyer@mit.edu
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Abstract

The Galactic Center Gamma-Ray Excess has a spectrum, angular distribution, and overall
intensity that agree remarkably well with that expected from annihilating dark matter par-
ticles in the form of a mX ⇠ 50 GeV thermal relic. Previous claims that these photons are
clustered on small angular scales or trace the distribution of known stellar populations once
appeared to favor interpretations in which this signal originates from a large population of
unresolved millisecond pulsars. More recent work, however, has overturned these conclu-
sions, finding that the observed gamma-ray excess does not contain discernible small scale
power, and is distributed with approximate spherical symmetry, not tracing any known stel-
lar populations. In light of these results, it now appears significantly more likely that the
Galactic Center Gamma-Ray Excess is produced by annihilating dark matter.

1 Introduction

An excess of GeV-scale gamma-rays from the region surrounding the Galactic Center was discov-
ered in the publicly available data collected by the Fermi Telescope over 12 years ago [1–3]. In
the years that followed, the detailed characteristics of this signal were measured with increasing
precision [4–7], although the basic spectral and morphological features of the excess remained
unchanged. More specifically, these studies found that the spectrum, angular distribution, and
overall intensity of this signal are each in good agreement with the predictions of annihilating
dark matter in the form of a mX ⇠ 50 GeV thermal relic.

During a brief period in 2014-15, there was a particularly high degree of excitement around
the possibility that Fermi may have detected dark matter annihilation products. This enthusiasm
fell precipitously in 2015, however, when two independent groups, using two different analysis
techniques, reported that they had found evidence that the photons constituting this excess are
spatially clustered, suggesting that they originate from a population of near-threshold astrophys-
ical point-sources (such as millisecond pulsars), rather than from annihilating dark matter [8,9].
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The Milky Way Dwarf Spheroidal Galaxies

• Projected sensitivity is for 60 dwarfs and 15 years.
• Combined search in production with LAT, HAWC, HESS, MAGIC, and VERITAS.
• Also working on updated comprehensive dwarf analysis (following Albert+17) within LAT DMNP working group (led 

by myself, Alex McDaniel, and Marco Ajello), which will include:
More data
Most recent dwarf census
Improved handling of astrophysical mis-modeling 
J-factor systematic uncertainty

PoS(ICRC2021)528

Combined dark matter searches Céline Armand

5. Results and discussion135

No significant DM signal has been observed by any of the five instruments. We therefore present the136

results of the combined upper limits at 95% C.L. on the DM annihilation cross-section hfEi in the137

case of two annihilation channels, 11̄ and g+g�, using all the data collected towards the twenty dSphs.138

We note that we selected these hadronic and leptonic channels as the follow up of our previous139

results presented at ICRC 2019 [13]. We set our upper limits by solving TS = �2 ln_(hfvi)140

for hfvi, with TS = 2.71. The value 2.71 represents the 95% confidence level of a one-sided141

distribution assuming the test statistics behaves like a j2 distribution with one degree of freedom.142

The combination is performed using two independent public analysis software packages, gLike [14]143

and LklCombiner [15], that provide compatible results. The combined upper limits are presented144

in Fig. 1 and are given with their 68% (1f) and 95% (2f) containment bands. These limits (solid145

black lines) are expected to be close to the median limit (dashed black lines) as no signal is present.146

We obtain upper limits within the 2 f expected bands for the two annihilation channels 11̄ and147

g+g�. The individual limits produced by each experiment are also indicated in the figures as a148

comparison to our new combined results. Below ~500 GeV, the DM limits are largely dominated149

by the Fermi-LAT experiment. Between ~500 GeV to ~10 TeV, Fermi-LAT continues to dominate150

for the hadronic DM channel then above ~10 TeV, the IACTs (H.E.S.S., MAGIC, and VERITAS)151

and HAWC take over. In the case of the leptonic channel, both the IACTs and HAWC contribute152

significantly to the DM limit from ~1 TeV to ~100 TeV.153

Figure 1: Upper limits at 95% confidence level on hfvi as a function of the DM mass for the annihilation
channels 11̄ (left) and g+g� (right), using the set of � factors from Ref. [8]. The black solid line represents
the observed combined limit, the black dashed line is the median of the null hypothesis corresponding to the
expected limit, while the green and yellow bands show the 68% and 95% containment bands. Combined
upper limits for each individual detector are also indicated as solid, colored lines.

We observe that the combined DM constraints from all five telescopes are 2 to 3 times stronger than154

any individual telescope for multi-TeV DM. The selection of multiple targets increases statistics155

used to probe these sources and allows us to derive upper limits spanning the largest mass range156

of any WIMP DM search. We note that these limits depend on the choice of the annihilation157

channels and are driven by the objects with the highest � factors that can be observed. The ultrafaint158

dSphs, containing a few tens of bright stars only, can be subject to large systematic uncertainties159

7
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The Andromeda Galaxy

pointlike tool (Kerr 2010) on a data set restricted to
energies above 1 GeV to benefit from the better angular
resolution. We explored different geometrical models, such as
point source, disk, elliptical disk, Gaussian, or elliptical
Gaussian. We also considered spatial templates from observa-
tions at other wavelengths: Herschel/PACS map at 160 μm,
Spitzer/IRAC map at 3.6 μm, and an atomic gas column
density NH map from Braun et al. (2009), uncorrected for self-
opacity. The latter models are intended to test the spatial
correlation of the gamma-ray emission with star formation
sites, the old stellar population, or interstellar gas, respectively.
We also tested two-component models such as a point source at
the center of M31 and an extended component around it. The
spectrum of M31 was initially modeled by a simple power law
(PL), an assumption that we revisited once a satisfactory spatial
model is identified. Fit results are reported in Table 1.

Starting from a simple point-source model located at the
center of M31, we found that optimizing the position of the
point source provides a limited improvement with significance

s<2 , but allowing for an extension improves the fit with a
significance below s3 for the uniform-brightness disk model.
Allowing for an offset of the disk center with respect to the
center of M31 results in a slightly more significant extension
and an offset from the center of M31 that is not significant
( s<2 ). Using a 2D Gaussian intensity distribution instead of a
uniform-brightness disk degrades the fit likelihood by a
negligible amount. Similarly, allowing for some elongations
of the signal in some directions with elliptical disk or elliptical
Gaussian models does not significantly improve the fit. Two-
component models consisting of a point source and a disk or
2D Gaussian component around it, all centered at the M31
center, also led to very marginal improvements. These two-
component models are therefore not required, especially since
in each case the point-source component is not significantly
detected.

Among template map models, the NH map yields the fit with
the lowest likelihood of all tested models. For the same number
of degrees of freedom, the Herschel/PACS or Spitzer/IRAC

maps are not favored compared to a simple point source at the
center of M31, but the Spitzer/IRAC map provides a slightly
better fit to the data than the Herschel/PACS map. These
results are consistent with those obtained with geometrical
models because the NH map and, to a lesser extent, the
Herschel/PACS map are dominated by the relatively extended
disk of M31, while the Spitzer/IRAC map is dominated by its
bulge.
We retained the uniform-brightness disk with radius of

0 .38 0 .05 as the best-fit morphological model for M31
because it is the simplest of the best-fitting models. The
different tests summarized above indicate that the emission is
consistent with being symmetric around the center of the
galaxy. Yet, we emphasize that, based on the data currently at
our disposal, we cannot reject nonuniform-brightness distribu-
tions or multicomponent models. With such a disk model, M31
has TS=51 and =TS 7.6ext from an analysis in the
–1 100 GeV band. Including lower-energy events down to
100MeV results in a more significant detection and extension
with TS=95 and =TS 16ext (and a source extension
consistent with that obtained from the –1 100 GeV data
analysis). In including lower-energy events, we verified that
source 3FGLJ0040.3+4049 does not influence the results
because of its proximity to M31 (the source lies within the
optical or infrared disk of M31; see Figure 1). In analyzing
–1 100 GeV events, 3FGLJ0040.3+4049 is well resolved from
M31 because it has a hard spectrum with photon index 1.3, but
the poor angular resolution of the LAT below 1 GeV may
introduce some cross-talk between both sources. Fixing the
spectral parameters of 3FGLJ0040.3+4049 (either the spectral
index only or both the index and the prefactor) to the values
determined from the 1 to 100 GeV analysis yields TS=97–98
for M31, similar to the value obtained when parameters for
3FGLJ0040.3+4049 are left free in the fit, confirming that the
source has little impact on the properties derived for M31.
Figure 2 (left panel) shows the TS map for the background

model, in a ´3 .5 3 .5 region around M31 (that is, adding a
point-source model to the background model and testing it over

Figure 1. Counts map (left) and residual counts map after background subtraction (right), in units of counts pixel–1, using –1 100 GeV events in a ´10 10 region
around M31. Overlaid are the best-fit disk model (white and blue circles for left and right panels, respectively), eight 3FGL point sources (green circles), and contours
of the atomic gas column density map (cyan curves). Both maps have a pixel size of 0 . 1 and were smoothed with a Gaussian kernel with s = 0 . 4.

4

The Astrophysical Journal, 836:208 (12pp), 2017 February 20 Ackermann et al.
468 Ch. Nieten et al.: Molecular gas in the Andromeda galaxy

0 20 40 60 80 100
radius [arcmin]

0

1

2

 
N+S

0

1

 0

1

2

 

m
ea

n 
C

O
 e

m
is

si
on

 [K
 k

m
/s

]

S

0

1

 

m
ea

n 
H

I e
m

is
si

on
 [1

00
0 

K
 k

m
/s

]

0

1

2

3
N

CO
HI

0 5 10 15 20
radius [kpc]

0

1

2

Fig. 9. Radial profiles of I1−0 (full lines, left-hand scale) and IH i (dashed
lines, right-hand scale) for the northern half (N), the southern half (S)
and the full area of M 31 (N+S). The profiles show intensities along the
line of sight averaged in circular rings of 1′ width in the plane of M 31;
typical standard deviations are 0.01 K km s−1 and 5 K km s−1 for the CO
and the H  profiles, respectively. The CO profiles were obtained from
the map at 23′′ resolution (Fig. 1) and the H  profiles from the map of
B&S at 24′′ × 36′′ resolution. The limited extent of the CO map on the
major axis, R = 55′ in the north and R = 50′ in the south, reduces the
intensities of the profiles of I1−0 beyond these radii by a few percent.

continuum, but all distributions in Fig. 8 show the pronounced
ring of emission at about 10 kpc from the centre, where most of
the star-formation regions are also located. The spiral arm closer
to the nucleus, clearly visible in CO and at 175 µm, is hardly
seen in H  and radio continuum. This indicates that the CO-to-
H  brightness ratio increases towards smaller radii. Only the H 
and the 175 µm distributions show extended weak emission be-
tween the spiral arms. Thus the CO emission is concentrated in
regions of the denser clouds seen at 175 µm and in H , located
in the spiral arms, and does not trace weak and extended inter-
arm emission at 175 µm, which is especially visible at Y > 0′.
In Sect. 4.2 we present the first results of a correlation study
between CO, H  and 175 µm. Radial distributions and the gas-
to-dust ratios are shown in Sect. 4.1.

The radio continuum emission at λ20 cm (Beck et al. 1998)
is also concentrated in the main spiral arms that form the emis-
sion ring. Since at this wavelength most of the emission is non-
thermal, magnetic fields and cosmic rays are concentrated in
this ring. Using the CO data of Koper et al. (1991), Berkhuijsen
(1997) compared nonthermal emission with CO and H  data at
a resolution of 9′. Although significant correlations indeed ex-
ist at this resolution, detailed correlations with the new data are
required to enable an interpretation in terms of the coupling be-
tween magnetic fields and gas. This will be the subject of a forth-
coming study.

4.1. Radial distributions
In Fig. 9 we show the radial variations of the observed CO and
H  brightness distributions averaged in 230 pc-wide circular
rings in the plane of M 31 (i.e. 1′ on the major axis). Because

Fig. 10. Radial variation of the molecular gas fraction 2N(H2)/Ngas
for the northern half (N, upper left-hand scale), the southern half
(S, right-hand scale) and the full area of M 31 (N+S, lower left-
hand scale), where Ngas = N(H i) + 2N(H2) and XCO = 1.9 ×
1020 mol cm−2 (K km s−1)−1 (Strong & Mattox 1996). The CO map was
smoothed to the resolution of 24′′×36′′ of the H map before the molec-
ular fractions were computed from the column densities averaged in
circular rings of 1′ width in the plane of M 31.

the spiral arms in M 31 are tightly wound, the narrow CO arms
clearly stand out in the radial distributions. In the northern part
(X > 0′), the average intensity of the inner arm at R $ 25′ is
comparable to that of the arms forming the bright emission ring
at R $ 50′, whereas this inner arm is much weaker in the south-
ern part (X < 0′). The radial profiles of H  are much wider than
those of CO, but the inner arm and main ring are still indicated.
The H  disk extends as far as R $ 150′, 34 kpc from the nucleus
(Emerson 1974), about 2 times further than the molecular gas in
the map of Koper et al. (1991).

Our CO profiles of the southern half show only half as much
emission as those in Fig. 10d of Loinard et al. (1999), whereas
the H  profiles are nearly identical. This may indicate a differ-
ence in the adopted CO intensity scales, e.g. in the calibration
or in the corrections for beam efficiencies. In Sect. 4.3 we find
close agreement of our CO intensity scale with that of the 1.2-m
telescope at the Center for Astrophysics (Dame et al. 1993), to
which the standard Galactic XCO is calibrated. We also find that
even after smoothing our map to the effective resolution of 1′ of
the map of Loinard et al., the half-intensity width of the CO arms
in their Figs. 5 and 6a is about 1.5 times larger than in our map.
We may attribute this discrepancy to the much higher error beam
of the FCRAO telescope compared to that of the IRAM 30-m
dish.

The fraction of molecular-to-total gas, 2N(H2)/Ngas, gen-
erally decreases with increasing distance from the centre (see
Figs. 10 and 11). The highest values occur on the weak inner
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Figure 17. Spatial distribution of young clusters compared with OB stars (top panel), GALEX UV SF regions (middle panel), and Spitzer IRAC 8.0 µm IR contours
(bottom panel, courtesy P. Barmby). Filled circles with different colors are young clusters in different age ranges; age < 100 Myr (cyan), 100 Myr < age < 400 Myr
(blue), and 400 Myr < age < 1 Gyr (red).
(A color version of this figure is available in the online journal.)

from UBVRI photometric data of Massey et al. (2006; see Kang
et al. 2009). We also consider 894 SF regions (gray contours in
the middle panel) defined from the GALEX FUV imaging (Kang
et al. 2009). The spatial distribution of dust from a Spitzer IRAC
8.0 µm non-stellar image (Barmby et al. 2006) is also presented
(contours in the bottom panel). The 10 kpc ring is approximated
by a red ellipse. Evidently, the spatial distribution of young
clusters correlates well with that of OB stars, UV SF regions,
and dust as well as with the 10 kpc ring structure. However, it is
noteworthy that the OB stars and UV SF regions spread out to
the outer parts of the M31 disk, while young clusters are mostly
confined to the regions around 10 kpc. There may be a selection
effect favoring detection of UV SF regions and hot stars in the
outer disk regions where extinction is less.

Figure 18 presents the number histogram of star clusters
against the distance from the center of M31. OB stars and UV
SF regions are also shown for comparison. A noticeable feature
is that old clusters show a very different distribution from those
of young clusters, OB stars, and UV SF regions. Old clusters
are more centrally concentrated within ∼10 kpc. While young
clusters follow a similar distribution to OB stars and UV SF
regions, young clusters show a peak around 10–12 kpc. The
distribution of OB stars and UV SF regions has an additional
peak around 16 kpc. Consequently, we suggest that young
clusters are closely correlated with OB stars and UV SF regions
in their spatial distributions, although OB stars and UV SF
regions show a more extended structure in the disk of M31.
On the other hand, Azimlu et al. (2011) presented 3691 H ii
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Figure 18. Number histogram of young clusters, old clusters, OB stars, and UV SF regions against de-projected distance from the center of M31.
(A color version of this figure is available in the online journal.)

regions on the disk of M31. They also found a reasonable
spatial correlation between the luminous (LHα

> 1036 erg−1)
H ii regions and young clusters (see Figure 9 of Azimlu et al.
2011).

4.5. Young Clusters and Star Formation Ring Structure

In Figure 19, we compare ages of young clusters (middle left
panel) and UV SF regions (bottom left panel) against the de-
projected distance from the center of M31. The overall young
cluster distribution shows a single peak around 10–12 kpc.
In addition to this main feature, a hint of a small secondary
peak is seen around 13–14 kpc. While young clusters in various
age range within 1 Gyr contribute to the main peak, the small
secondary peak might be ascribed to younger clusters with ages
less than 400 Myr (see the inset of the middle left panel). On the
contrary, UV SF regions show two distinct peaks: the highest
peak at ∼16 kpc and a secondary peak around 11 kpc. The ages
of most UV SF regions are younger than 400 Myr mostly due
to our UV-based selection (Kang et al. 2009).

If young clusters are the result of active star formation
in the M31 disk due to the head-on collision by a satellite
galaxy, the age range of the majority of young clusters might
be relevant to establishing the epoch of that event. Although
the age distribution of our sample is somewhat broad, the
majority of young clusters is in the age range of 100–400 Myr.
Thus, our results appear to be consistent with the prediction
by Block et al. (2006) of a collisional event with M32 about
210 Myr ago. Caldwell et al. (2009) claimed a possible spatial
age variation among young clusters, considering models of
recent interaction between M32 and the M31 disk and outward
propagation of star burst through the disk by expanding density
waves (Gordon et al. 2006; Block et al. 2006). We find no clear
evidence of radial trend of cluster ages (see also Caldwell et al.
2009).

As shown in Figure 19 (middle right panel), most young
clusters have masses between 103.5 and 104.5 M#. While there
is no clear correlation between mass and radial distance,
interestingly, young clusters located around 10–14 kpc have a
wider mass range, compared with those in other regions. In this
region, both high-mass (>104.5 M#) and low-mass (<103.5 M#)
young clusters are found. The UV SF regions by Kang et al.
(2009) have a mass range wider than that of the young clusters
and the majority have masses between 103 and 105.5 M#. It
is worth noting that more massive (>105.5 M#) UV SF regions

are also preferentially located at galactocentric distances around
10–14 kpc where massive young clusters are also found. Another
group of massive UV SF regions is found around 5 kpc. On the
contrary, low-mass UV SF regions are more numerous toward
outer regions (>10 kpc) of the M31 disk and form a peak around
16 kpc. Based on the rarity of young clusters and systematically
low-mass (and younger) UV SF regions outside 16 kpc, we
suggest that the outer part of the disk of M31 has an environment
insufficient to trigger formation of massive star clusters. This is
also supported by the H i and CO surveys, which show higher
gas density around the 10 kpc ring and lower in outer parts (e.g.,
Brinks & Shane 1984; Dame et al. 1993; Nieten et al. 2006).

Using Spitzer MIPS images, Gordon et al. (2006) suggested
that the morphology of the dust in M31 is well represented
by a composite of two logarithmic spiral arms and a 10 kpc
circular SF ring offset from the nucleus. Following the approach
of Gordon et al. (2006), in Figure 20 we examine the spatial
arrangement of UV SF regions and young clusters. In the
upper panels, the black large circle is the 10 kpc star formation
ring, offset from the center of M31 by (4.5 kpc, 1.0 kpc) and
with a radius of 44 arcmin (10 kpc). The two gray spirals are
simple logarithmic spirals adopted from Gordon et al. (2006).
Most UV SF regions do not follow the two spiral arms and
show deviations from the spiral pattern, while some UV SF
regions in the inner disk (inside 10 kpc) appear to roughly
follow two logarithmic spirals. The distribution of many UV SF
regions is well fitted by a 10 kpc circle. The UV SF regions
in the outer disk (outside 12 kpc) present several arcs rather
than spiral arms pattern. The distribution of young clusters is
more distinct and simple; most young clusters are around the
10 kpc circular ring, while two spirals trace a handful of young
clusters inside the 10 kpc ring. To confirm the distribution of
UV SF regions and young clusters around the 10 kpc ring, in the
lower panel of Figure 20 we present their spatial distribution in
polar coordinates. The position angle is defined to be increasing
clockwise starting from northeast (NE) in the upper panels of
Figure 20. The most interesting feature is the wavy distribution
of SF regions and young clusters fitted by a black solid curve,
representing the ∼10 kpc ring, except for the region around
220◦ where the ring splits. This wavy line is characterized
by parameters of the circle shown in the upper panels of
Figure 20. This wavy feature is more distinct in the case of
young clusters (colored filled circles). Consequently, we confirm
that the distribution of young clusters and UV SF regions in
the M31 disk is consistent with a circular star formation ring
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Figure 5. (a) Spatial distributions of Type Ia (circles) and CC (plus signs) SNR candidates in M31 on the sky. Background is a gray-scale map of the Spitzer
MIPS 24 µm band image. Dashed ellipses mark 5, 12, and 15 kpc rings. (b) Spatial distributions of M31 SNR candidates in the plane deprojected according to the
inclination angle of M31. Dashed circles mark 5 kpc, 12 kpc, and 15 kpc rings.
(A color version of this figure is available in the online journal.)
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Figure 6. Radial distributions of number density of all (solid line), CC (dotted
line), and Type Ia (dashed line) SNR candidates in M31.
(A color version of this figure is available in the online journal.)

inclination angle as 77.◦5 (de Vaucouleurs 1958). Most of the
CC SNR candidates are concentrated in the spiral arms, while
the Type Ia SNR candidates are rather spread over the entire
galaxy, including the inner region.

We plot, in Figure 6, the radial distributions of the number
density for all, CC, and Type Ia SNR candidates in M31. The
distribution of all the SNR candidates shows a dominant peak
at the deprojected galactocentric distance (R) of 12 kpc and a
much weaker peak at R ∼ 5 kpc. The distribution of the CC SNR
candidates is similar to that of all the SNR candidates, showing
two distinct peaks at R ∼ 5 kpc and ∼12 kpc. In contrast, the
distribution of the Type Ia SNR candidates is broad, showing
no distinct peaks. These results show clearly that the CC SNR
candidates are strongly correlated with star-forming regions,
while the Type Ia SNR candidates are not. Note that there is
one isolated SNR candidate in the southeast, ∼1.8 deg from
the center of M31: ID number 1. Its progenitor type is Type Ia,
and its morphological type is B4. Its size is 47 pc, and its Hα
luminosity is 1035.72 erg s−1.

Figure 7 displays the radial distributions of the number
density for all, A-type, and B-type SNR candidates in M31.
Most of the SNR candidates at R < 7 kpc are A-type SNR
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Figure 7. Radial distributions of number density of all (solid line), A-type
(dashed line), and B-type (dotted line) SNR candidates in M31.
(A color version of this figure is available in the online journal.)

candidates, while there are more B-type SNR candidates in the
outer region at R > 7 kpc. The morphology of an SNR depends
on the distribution of the ambient medium. SNRs expanding into
a uniform ambient ISM are expected to have a more complete
shell structure. Therefore, the radial distribution of A-type SNR
candidates indicates that the ISM at R < 7 kpc may be more
uniform than that in the outer regions.

3.3. Hα and [S ii] Luminosity Functions
of M31 SNR Candidates

Figures 8(a) and (b) plot the Hα and [S ii] luminosity
functions, respectively, of all, CC, and Type Ia SNR candidates
in M31. The Hα luminosity of all the SNR candidates ranges
from L(Hα) = 1034.8 erg s−1 to 1037.2 erg s−1, and their [S ii]
luminosity ranges from L([S ii]) = 1034.6 erg s−1 to 1037 erg s−1.
The lower limits of the Hα and [S ii] luminosities are determined
by the observational threshold on the surface brightness. The
Type Ia SNR candidates have Hα luminosities ranging from
L(Hα) = 1035.6 erg s−1 to 1036.6 erg s−1, and they are typically
fainter than the CC SNR candidates.
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inclination angle as 77.◦5 (de Vaucouleurs 1958). Most of the
CC SNR candidates are concentrated in the spiral arms, while
the Type Ia SNR candidates are rather spread over the entire
galaxy, including the inner region.

We plot, in Figure 6, the radial distributions of the number
density for all, CC, and Type Ia SNR candidates in M31. The
distribution of all the SNR candidates shows a dominant peak
at the deprojected galactocentric distance (R) of 12 kpc and a
much weaker peak at R ∼ 5 kpc. The distribution of the CC SNR
candidates is similar to that of all the SNR candidates, showing
two distinct peaks at R ∼ 5 kpc and ∼12 kpc. In contrast, the
distribution of the Type Ia SNR candidates is broad, showing
no distinct peaks. These results show clearly that the CC SNR
candidates are strongly correlated with star-forming regions,
while the Type Ia SNR candidates are not. Note that there is
one isolated SNR candidate in the southeast, ∼1.8 deg from
the center of M31: ID number 1. Its progenitor type is Type Ia,
and its morphological type is B4. Its size is 47 pc, and its Hα
luminosity is 1035.72 erg s−1.

Figure 7 displays the radial distributions of the number
density for all, A-type, and B-type SNR candidates in M31.
Most of the SNR candidates at R < 7 kpc are A-type SNR
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candidates, while there are more B-type SNR candidates in the
outer region at R > 7 kpc. The morphology of an SNR depends
on the distribution of the ambient medium. SNRs expanding into
a uniform ambient ISM are expected to have a more complete
shell structure. Therefore, the radial distribution of A-type SNR
candidates indicates that the ISM at R < 7 kpc may be more
uniform than that in the outer regions.

3.3. Hα and [S ii] Luminosity Functions
of M31 SNR Candidates

Figures 8(a) and (b) plot the Hα and [S ii] luminosity
functions, respectively, of all, CC, and Type Ia SNR candidates
in M31. The Hα luminosity of all the SNR candidates ranges
from L(Hα) = 1034.8 erg s−1 to 1037.2 erg s−1, and their [S ii]
luminosity ranges from L([S ii]) = 1034.6 erg s−1 to 1037 erg s−1.
The lower limits of the Hα and [S ii] luminosities are determined
by the observational threshold on the surface brightness. The
Type Ia SNR candidates have Hα luminosities ranging from
L(Hα) = 1035.6 erg s−1 to 1036.6 erg s−1, and they are typically
fainter than the CC SNR candidates.
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Fig. 8. Distributions of neutral gas, cold dust and radio continuum in M 31. From top to bottom: a) emission observed in the 12CO(1−0) line
(this paper); b) emission observed in the H  line (Brinks & Shane 1984); c) emission from the total neutral gas, N(H )+2N(H2), with XCO =
1.9 × 1020 mol cm−2 (K km s−1)−1 (see text); d) emission from cold dust at λ175 µm (Haas et al. 1998); e) radio continuum emission at λ20 cm
(Beck et al. 1998). The half-power beamwidth is indicated in the upper right-hand corner of each map. The intensities at the maximum near
X,Y = −42′, 8′ (white-red) and the minimum near X,Y = −30′, 10′ (blue-green) in each map are: a) 6.7 and 0.8 in 1021 at cm−2, b) 6.5 and 2.0 in
1021 at cm−2, c) 12.1 and 2.6 in 1021 at cm−2, d) 85 and 27 in MJy/sr, e) 2.9 and 0.7 in Jy/beam area. The M 31 coordinates are based on the centre
position (α, δ)50 = (0h40m00.s3, 41◦00′03′′) and a position angle of the major axis PA = 37.◦7 (see footnote 1).

Gamma-Ray Distribution in M31’s Inner Region 

�47

The gamma-ray emission is not 
found to correlate with regions 
rich in gas and star formation.

Looking Towards the Dark Matter Halo of M31

In practice, the DM halos of M31 and the 
MW may deviate significantly from 
spherical symmetry, with an enhanced DM 
density in the direction of M31, relative to a 
gamma-ray observer inside the Milky Way. 

As indicated by: 
• The Great Plane of Andromeda (GPoA). 
• The highly lopsided distribution of M31 

satellites, with ~80% lying on the side closest 
to the MW. 

• The Vast Polar Orbital Structure of the MW. 
• The local filament structure. 
• The M31 cloud, with an  H I mass of 

~10^8-10^9 M_sun at the distance of M31. 
• Complex H, with an H I mass of ~10^7 at 30 

kpc from the GC. 
• Simulations of MW-M31-like galaxy pairs.

Inner galaxy

Outer halo
Karwin+19

Ackermann+17

• Reported excesses towards inner galaxy 
and outer halo.

• See extra slides for recent papers.
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Additional Searches

• Dark Matter Search in Dwarf Irregular Galaxies with the 
Fermi Large Area Telescope (link).

• Oct 2021
• Gammaldi et al.

for the MED model and the bb̄ annihilation channel (blue
line). We note that these limits are slightly different from
the yellow band shown in the same plot, which represents
the 95% C.L. containment band after having performed 100
control simulations assuming no DM content in the targets,
yet modeled with their corresponding spatial templates
(null simulations; see Appendix B for further details). The
observed mismatch can be easily attributed to the small
local TS excesses found for some objects in our sample at
the relevant energies.
Interestingly, our combined DM limits are in remarkable

agreement with the constraints obtained in the previous
theoretical work (yellow-dotted line) [13], where the
universal rotation curve was assumed as the basis for the
DM modeling, and the targets were considered to be
pointlike just as a first approximation. For comparison,
in Fig. 5, we also show the constraints obtained by the
Fermi-LAT collaboration from the combined analysis of
tens of dSph galaxies [74]. The latter allows to rule out light
thermal WIMP masses below ∼60 GeV [77]. In contrast,
the limits from our combined analysis are not able to reach
the canonical, thermal relic cross section. The best limits
are reached at the lightest considered WIMP masses, still
being a factor ∼3 above the thermal value.
Let us stress that our work represents the first extended

analysis of dIrr galaxies with 11 years of Fermi-LAT data in
the context of DM searches. By collecting more and
more spectral data and RC measurements, it will be
possible to obtain a better estimation of the DM halo mass
associated to these objects, in this way, further reducing the
corresponding uncertainty in this type of analysis. Also the
use of future, more refined models for both the DM
density profile and the annihilation boost due to substruc-
tures will help in this direction. Certainly, a better

understanding of baryonic physics by means of hydrody-
namical simulations and its comparison with the available
observational data [78] would also help in order to reach a
complete understanding of the kinematics of these objects.
To conclude, the increasing number of dIrr galaxies

that has been recently detected and studied in their kinematics
(see, e.g., [10,11,79,80]) make them interesting targets for
gamma-ray DM searches, and further efforts should be
pursued to the study of this class of dwarfs. Among others,
the Study of Hα from Dwarf Emissions (SHαDE) [80] is a
high spectral resolution integral field survey of 69 dwarf
galaxies14 with stellar masses 106 < MD < 109 M⊙.
SHαDE is designed to study the kinematics and stellar
populations of dwarf galaxies using consistent methods
applied to massive galaxies and at matching level of detail,
connecting these mass ranges in an unbiased way.
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FIG. 5. Comparison between different limits for the bb̄ anni-
hilation channel. We include the ones derived in this work,
assuming the spatial template (solid blue), the theoretical pre-
dictions from [13] (dashed orange), the null extended simulations
95% containment band (see Appendix B), and the LAT dSphs
[74] in dot-dashed green.

1449 star-forming galaxies selected form the Sloan Digital Sky
Survey Data Release [81], as well as 20 targets from the SAMI
survey [82] as a control sample.
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Dwarf Irregular Galaxies

Our work in the previous sections allows us to finally
quantify the expected spatial signal of dark subhalos,
whose angular size is far from being θs. In Fig. 10 it
can be seen that the recovered angular extension is centered
around 0.3°, and can take larger or lower values depending
on the WIMP mass (this is also true for the considered
subhalo models).10 Therefore, we now study the impact in
the DM constraints of integrating the J factor just up to the
innermost 0.3° of subhalos (we refer to it as J03 instead of
up to θs as before in Paper I and Paper II).
We can also estimate how the resulting J factor will

degrade compared to the one used in Paper I and Paper II.
In Fig. 11, we show how the distribution of the 95% C.L. J
factor changes when integrating the signal either up to the
scale radius or to the innermost 0.3°, for the brightest
subhalo.11 As in the previous papers, we draw the distri-
bution filtered by mass (M ≤ 107 M⊙) and Galactic latitude
(jbj > 10°). The J factor shifts towards lower values, up to a
factor of ∼4, which will directly impact the achievable
constraints.
In Fig. 12, we show sensitivity predictions for both the

τþτ− and bb̄ annihilation channels as a function of the

number of sources (in log scale) compatible with DM. We
recall that this type of DM constraint can be set by
comparing the number of unIDs that are compatible with
being subhalo candidates with results from numerical
simulations (i.e., the J factors), in such a way that the
fewer the sources that are compatible with DM among the
pool of unIDs, the stronger the DM constraints. This is so
because the subhalo J-factor value used in the derivation of
the limits [see Eq. (14)] is larger as the number of putative
subhalos decrease. As can be seen in Fig. 12, even in the
sensitivity reach case (only one source left), we do not
achieve the constraints we set in Paper II by means of the
3FGL catalog [86]. We remind that in the case of Paper II,
the constraints for the τþτ− channel were already at the
sensitivity reach level, which are now a factor of ∼8 away
for low WIMP masses and a factor of ∼5 away for the
heaviest WIMPs. The difference in this factor at small and

FIG. 11. Distribution of the brightest subhalo J factor, across
1000 realizations of the N-body simulation (see Paper I for more
details), integrating the signal either up to the scale radius (blue)
or the innermost 0.3° (red). Vertical lines mark the value at which
95% of the distribution is contained, i.e., the J factor used to set
the DM constraints.

FIG. 12. 95% C.L. sensitivity predictions for DM annihilating
to τþτ− (top panel) and bb̄ (bottom panel), as a function of the
number of 4FGL–DR2 unIDs compatible with DM. Black dashed
line is the constraint obtained in Paper II using the previous 3FGL
catalog [86] with 1 (5) compatible sources in the case of τþτ−

(bb̄) channel, starting the analysis at 100 MeV, assuming point-
like sources and integrating the J factor up to the scale radius. The
horizontal dashed line is the thermal relic cross section [87].

10Ideally, one would need to analyze further subhalo models;
yet, each model is extremely expensive from the computational
point of view, as it requires thousands of individual analysis runs.
It is a remarkable coincidence that two different subhalo models
present almost identical spatial properties, and are also coincident
with the theoretical containment angle. Therefore, this value is
motivated as a conservative choice to ensure that 68% of the
subhalo emission is contained, yet is not integrating too much
signal.

11Indeed, this would coincide with our result in Paper II for the
τþτ− annihilation channel, where only one source was found to
be compatible with a DM hypothesis.

SPATIAL EXTENSION AS A SMOKING GUN FOR DARK … PHYS. REV. D 105, 083006 (2022)

083006-13

Dark Subhalos

• Spatial Extension of Dark Subhalos as Seen by the Fermi-LAT and 
Implications for WIMP Constraints (link).

• April 2022
• Coronado-Blazques et al.

https://arxiv.org/abs/2109.11291
http://www.apple.com
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Additional Searches

• Constraints on Dark Matter Scattering with Long Lived 
Mediators from Observations of the Sun with the Fermi 
Large Area Telescope (link).

• August 2022
• Serini et al.
• See talk at Parallel 7!
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Figure 7. Upper limits at 95% CL on the spin-dependent (left) and spin-independent (right)
DM-nucleon scattering cross section for the scenario with DM particles annihilating into long-lived
mediators, which can decay in the bb̄, ⌧+⌧�, µ+µ�, ��, gg, WW , ZZ and tt̄ channels, with decay
length L = R�. The constraints have been evaluated with the optimistic analysis approach. For
each channel we have assumed the minimum kinematically allowed value for m�. The 90%CL
limits obtained from the direct measurements of the spin-dependent cross sections performed by
the PICO-60 experiment [34] and of the spin-independent cross sections performed by the XENON1T
experiment [35] are also shown.

length L = R�, combining Fermi and HAWC 3-years observations. The same scenario was
investigated also in Ref. [33] for the µ+µ� decay channel. The final limits quoted in these
works are those obtained with the lowest allowed mediator mass, since, as already discussed,
this condition provides the strongest limits.

Finally, we point out here that the limits presented in this work have been evaluated
under the assumption of equilibrium between the DM capture and annihilation processes in
the solar environment and assuming 100% branching ratios for the processes �� ! �� and
� ! XX.

The results obtained in this work show the potentiality of solar gamma rays as a probe
for indirect DM detection, since the limits obtained with this analysis are comparable or
even stronger than those currently quoted in the literature. We also remark that searches
from solar DM could benefit from an accurate model of the steady solar emission, that could
improve the description of the background.
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Long Lived Mediators from the Sun

With its lower number of counts, LAT transient data
requires a different approach utilizing an unbinned analy-
sis. Due to the transient nature of the source, we make use
of the event class P8R3_TRANSIENT020_v2, analyzed
with the corresponding galactic and isotropic diffuse
templates [100], over a time interval determined by the
T95 values referenced in Table II. Using gtburst, for most
GRBs, we perform a zenith cut of 100°, with a few-degree
variation depending on a given source. We conduct a
maximum likelihood analysis of the LAT source to obtain
a LAT counts map within the considered region of interest
(usually 12°). Once we obtain likelihood fit result param-
eters using gtlike, we proceed onto creating energy-
binned background files using gtbkg and spectral files of
energy-binned signal counts using gtbin, both readable
by XSPEC. Throughout this analysis, we use the point-
source localization information provided in the Fermi LAT
Second GRB Catalog, 2FLGC [74].

B. XSPEC analysis

We conduct a standard spectral fitting procedure of the
selected GRB sample [101]. Fitting is conducted in
PYXSPEC, an object-oriented Python interface to XSPEC

[102]. When modeling the spectral shape of a given
GRB, we consider models commonly used in GRB spectral
fitting, including single power law (denoted pow in
Table II), power law with a high-energy exponential cutoff
(also known as “comptonized model,” cutoffpl), the
phenomenological Band function [86] (grbm), or a combi-
nation thereof. We also include a consideration of an
additional thermal component in the form of a blackbody
spectrum (bb), as suggested in [101,103]. Appendix pro-
vides the details about the used models. We apply XSPEC’s
pgstat statistical method [87] and find the fit with the
lowest test statistic (in XSPEC denoted by PG-statis-
tic), obtaining profile log-likelihood (LL) values from the
combined GBM, LLE and LAT transient data. We note that
the ALP spectral model may be well reproduced for a
specific range of parameters of the Band function; in
particular, for a 10-M⊙ progenitor in Fig. 2 the correspond-
ing Band model parameters are α1 ≃ 2.4, α2 ≃ −0.1, and
Ec ≃ 30 MeV. However, in the considered GRB sample,
these parameter values are not reached, as shown in Table II,
and are not expected for ordinary GRB spectral shapes.
Similarly, the ALP spectral shape can be reproduced
reasonably well with a blackbody function described by a
peak temperature of∼70 MeV; however, all theGRBs listed
in Table II that are best fit by including a blackbody spectral
component (GRBs 100826A, 110721A, 140102A, and
160917A) peak at the keV temperatures. For each model,
we step through the neighboring fit parameter values to
ensure that the best-fit parameters found from the maximum
LL analysis are likely global, and not local minima.
To compare two nested models, we apply the log-like-

lihood ratio (LLR) test Λ ¼ −2 log ðLGRB=LGRBþALPÞ, with

LGRB corresponding to the likelihood of the null hypothesis,
i.e., the GRB model constituting commonly used functions
for ordinary GRB emission. LGRBþALP corresponds to the
alternative hypothesis, constituting an ALP signal added on
top of the null model, with all the considered parameters left
free to vary. Table II contains results of the model compari-
son of our data sample, using the 10-M⊙-progenitor ALP
spectral model. We note that the 18-M⊙-progenitor has an
almost identical spectral shape, leaving the results essentially
independent on these two progenitor masses.

C. ALPs from GRBs: Fitting results

None of the GRBs in the considered sample showed a
significant improvement in the fit when including the
additional ALP signal component. The model comparison
for one GRB, 101123A, indicates a Λ value of 5.8,
corresponding to ∼2.4σ detection, pretrials. The data and
the fitted models for GRB 101123A are shown in Fig. 8

FIG. 8. GRB 101123A γ-ray flux with two different overlaid
models. Different colors represent counts obtained by different
detectors: purple, red, yellow, and blue correspond to NaI9, NaI10,
and BGO1 detectors on GBM respectively; and green corre-
sponds to the LLE transient data. The solid lines represent
unfolded model fits for each instrument when the additional
ALP component is included, whereas the dotted lines are the best-
fit model without the additional ALP component. The inplot
shows the difference between the alternative and the null model in
more detail: the solid green line represents the alternative model
and the dotted line is the null model. The alternative model is
composed of a Band function, exponential cutoff function, and
the ALP signal. Finally, the lower panel shows the ratio of the
observed data to the corresponding model that includes the ALP
component, i.e., data/model. For plotting purposes only, the
GBM data is shown binned, whilst LLE data is shown with the
original binning provided by the instrument.
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that maximizes the TS value (denoted with the index |̂),
we compute the log-likelihood ratio test [62] �i(ga�) =
�2

P
k(lnLi|̂k(ga�)�lnLi|̂k(ĝa�)) and set one-sided 95%

confidence upper limits when � = 2.71. This corresponds
to 1 degree of freedom given by the extra parameter of the
photon-ALP coupling since the other parameters (ma,
explosion time, B field, etc.) are fixed. To confirm our
statistical procedure and the choice of the GTI, we have
conducted a coverage study with simulations including an
injected signal. We find that we obtain the right coverage
with our chosen procedure of selecting the GTI which
corresponds to the highest TS value (see the SM).

We show the derived limits SN2017ein in the right
panel of Fig. 1 and for all SNe in the SM. As expected,
the limits do not depend on ma for low masses and de-
grade towards higher masses since Pa� is reduced. The
observed limits (red line) compare well against the ex-
pected exclusions (black dashed line and green and yel-
low shaded regions). The expected limits are derived
from data by repeating the analysis for all GTIs outside
the time interval defined 99% quantile of the posterior
P (tCC). This e↵ectively provides us with “o↵” regions for
the analysis where we do not expect a signal and has the
advantage that the contribution of subthreshold sources
is naturally included.

There remains the possibility that an SN was outside
the field of view of the LAT during the core collapse.
In this case, the derived limits would not be valid. We
estimate the chance that the LAT indeed observed the SN
in one GTI by multiplying the time-averaged expected �-
ray spectrum with the normalized time-dependent LAT
exposure and P (tCC) and integrating over the duration
of the GTI. The total probability that the ith SN was
observed, pobs,i, is then found by summing the individual
probabilities for each GTI, which is reported in the SM
for each SN. It is of the order of 10% for each SN. The
probability that at least one SNe was observed is given
by P (NSN,obs > 1) = 1 �

Q
i(1 � pobs,i) ⇠ 88.5% for a

spectrum of a 10M� progenitor, the NiCo SN explosion
model, and the JF12 GMF model.

Lastly, we combine the limits from the individual SNe
through likelihood stacking, i.e., we sum over �i with
respect to i. In order to decide which SN to include in the
sum, we randomly draw a sample of SNe, where each SN
is drawn with a success probability of pobs,i. We repeat
this procedure 103 times and show the results in Fig. 2.
The median combined limit for the cases where at least
one SN was drawn from the sample is shown as a blue
solid line and the 68% and 95% regions are shown as
dark and light blue shaded regions, respectively. Again,
the expected limits (yellow and green shaded regions and
black dashed line) agree well with the observed ones.

IV. DISCUSSION

With the nonobservation of a �-ray burst from a sam-
ple of 20 extragalactic core-collapse SNe, we are able

FIG. 2. Combined observed (blue shaded regions) and ex-
pected limits (green and yellow regions) from stacking the
likelihoods of di↵erent SNe under the assumption that at
least one SN was observed during the time of the core col-
lapse. The median observed limit is shown as a blue solid
line, whereas the median expected limit is shown as a dashed
black line. Grey shaded regions show the parameter space
excluded by other experiments [10, 50, 63–65]. Below the
black dash-dotted line, ALPs could constitute the entire dark
matter [5].

to rule out photon-ALP couplings ga� > (2.6+2.0
�0.7) ⇥

10�11 GeV�1 below ma < 3 ⇥ 10�10 eV at 95% confi-
dence under the assumption that all progenitors have a
mass of 10M�, that the optical emission can be modeled
with the NiCo model in MOSFiT, and that the GMF
is given by the model of JF12. The quoted uncertain-
ties represent the 95% spread in the combined limits,
which derives from the unknown number of SNe in the
field of view of the LAT during the core collapse. These
constraints improve previous limits [10] by a factor of 2.
The probability that Fermi LAT observed at least one
SN is equal to 88.5%.
The dependence of our constraints on the model as-

sumptions are assessed by repeating the analysis for dif-
ferent progenitor masses (18 and 40M�), a di↵erent
GMF model [66], and di↵erent models for the evolution
of the optical light curves. The GMF model, the opti-
cal light curve model, and a progenitor mass of 18M�
have only marginal influence on the constraints and the
limits end up between ga� < (2.1-3.2)⇥ 10�11 GeV�1 for
ma < 3 ⇥ 10�10 eV. A comparison of the three tested
models for the evolution of the optical light curves re-
veals that the best fit for the explosion time can di↵er by
several days, highlighting the systematic uncertainties in
these fits. However, the GTIs in which we search for a
signal for the di↵erent models indicate no evidence for a
signal (the same is true when we assume the literature
values for the best-fit explosion times where these are
available). The largest e↵ect is observed when all pro-
genitors are assumed to have a mass of 40M�. In this
case, the limits improve to ga� < 7.9⇥ 10�12 GeV�1 for
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Future Directions: Galactic Diffuse Models

The warp is not significant for the CO model because its
number density for R 10 kpc is low. Even though the effect
of the warp is small in the inner Galaxy it is found to be
necessary for the model because it significantly improves the
data–model agreement.

Figure 2 shows the longitude–velocity diagram for both
models and data integrated over the Galactic disk < ∣ ∣b 4 , with
the locations of the spiral arms overlaid. Overall, the models
reproduce the data fairly well, with the main “butterfly” shape
of the model driven by the cylindrical rotation. The spiral arm
structures are clearly visible in the H I model plot and their
locations reasonably match similar structures in the data.
However, the enforced smoothness of the models means that
the true complexity of the observed ISM is not fully
recoverable and even some large-scale features are not
reproduced. There is a clear spur between the spiral arm
structure visible to the right of (l, V )=(100°, −60 km s−1) in
the H I data that is absent in the model. Gaps in the data near
(50°, −30 km s−1) and (−110°, 30 km s−1) show the absence
of the gas, but correspond to the spiral arms in the model. Very
bright emission near (80°, 0 km s−1) and (−90°, 0 km s−1) is
not reproduced by the H I or CO models. The CO model is also
much fainter than the data toward the inner Galaxy, and the few
clouds visible in the outer Galaxy are not reproduced either.

Figure 2 also illustrates why the densities in spiral arms 1
and 2 are lower than in the other arms, especially for the CO
model. Arm 1 (associated with the Perseus arm and shown as a
solid curve) starts in a void in the data at around l=15°. It
then aligns with the location of arm 2 in a region with data and
follows to some extent other evident features all the way to the
outer Galaxy. It looks shifted relative to the brightest features in
the data at 90°<l<150° in both CO and H I. Arm 1 ends up
in a large void in the H I data at l∼−110° before picking up

some structure further on. There is also a bright feature near
(40°, 40 km s−1) in the CO data with corresponding structure in
the H I data that may be associated with this spiral arm. The
location of this feature is, however, offset from the modeled
spiral arm. Arm 2, which has been associated with Sagittarius
and Carina and shown as a dotted curve, seems to be offset
from a very bright feature in the H I data at 15°<l<45°, and
from a fainter feature at −70°<l<−20°. There is evidence
of similar offsets in the CO data as well. The offsets mentioned
above are likely caused by some combination of an incorrect
spiral arm shape and/or variations in the velocity field.
However, it is difficult to discriminate between these two
effects without additional information.
The longitude profiles (Figure 3) show that the data are

under-predicted by the models. This is a consequence of using
the student-t likelihood, which de-weights strong outliers in the
data, in combination with a simplified and smooth model. The
outliers are positive in almost all cases, giving rise to positive
residuals. Of the two, the H I model performs somewhat better
at representing the data with the residuals fairly constant over
the entire longitude range. The most conspicuous residuals are
seen at 60°�l�160° and −100°�l�−20°. The spiral
arm tangents are fairly obvious in the models and coincide with
corresponding peaks in the data profiles reasonably well,
indicating that the locations of the spiral arms in the model are
mostly correct. Therefore, some of the discrepancies observed
in the l–V diagrams in Figure 2 are likely due to streaming
motions of the gas that are unaccounted for in the models and
can give rise to velocity discrepancies of more than 10kms−1.
It is also likely that the assumption made in this paper of
azimuthally independent radial distribution is not appropriate
(Kalberla & Dedes 2008). The residuals in the outer Galaxy for
longitudes in the range 90°� l� 180° are larger than those for
−180°�l�−90° for both the H I and CO models. This

Figure 2. Longitude–velocity diagram integrated over the longitude range < ∣ ∣b 4 for CO (left panels) and H I (right panels). The top row shows the data, while the
bottom row shows our best-fit model. The cyan curves trace the cores of the spiral arms; the line coding is the same as in Figure 1.
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Three-dimensional spatial distribution 
of Interstellar gas in the Milky Way

Three-dimensional spatial models for the cosmic 
ray and radiation field densities in the Milky Way

(and hence CR pressure) comes from protons with momenta
∼1–fewGeV/c. The long residence times at these energies
produce a smoothing of the CRs in the ISM compared to the
initial source density distributions. This is particularly evident
for the SA100 model (right panel), where the bulk of the
injection along each of the arms is narrowly concentrated; but
inside the solar circle, the subsequent propagation smooths the
CRs into a quasi-ring of high energy density for R∼3–7 kpc.
Outside the plane, the decrease of the total CR energy density is
approximately logarithmic with increasing ∣ ∣Z near the GC and
drops to zero at the halo edge according to the boundary
condition there.

The corresponding total injected CR powers for the SA0,
SA50, and SA100 models are 5.32×1040, 5.14×1040, and
4.93×1040 ergs−1, respectively. For the SA0 model, the
injected CR proton power is 5.00×1040, primary electrons
1.77×1039, and He and heavier nuclei 1.41×1039 ergs−1.
Likewise, the injected CR powers for the SA50 model are
4.83×1040, 1.77×1039, and 1.33×1039 ergs−1, and for
the SA100 model they are 4.62×1040, 1.77×1039, and
1.31×1039 ergs−1 for protons, primary electrons, and He and
heavier nuclei, respectively. These injected powers are within
∼20% of those found by Strong et al. (2010) using 2D
GALPROP models and within a factor of ∼2 of the canonical
estimate for the total CR injected power of 1041ergs−1 (e.g.,
Drury & Strong 2017 and references therein).

The major difference in injected powers by the different CR
source density distributions is for the nuclei. Because the
normalization for the CR spectra is to the data, which are
collected at the solar system location, more power is required
for the SA0 model because the region of highest source density
is further away than that for the other density distributions.
Strong et al. (2010) noted that the required injected CR power
changes with varying halo height, but this is not a consideration
in this paper because the size of the CR confinement region is
constant.

3.2. Interstellar Radiation Field

The simulation volume for the radiation transfer calculations
is a box with dimensions ±15kpc for the X, Y coordinates and
±3kpc for the Z coordinate because this effectively encapsu-
lates all of the input stellar luminosity and dust for the R12 and
F98 models and hence ensures that computation resources are
not wasted for regions that contribute negligibly to the spectral
intensity distribution. A Cartesian grid is used to segment the
simulation volume. The X, Y coordinates have regular spacing

ΔX, Y=0.125 kpc, while the Z coordinate uses a logarithmic
spacing with 25 bins covering 0.001–3kpc plus an additional
linear bin for that closest to the Galactic midplane (52 in total).
The wavelength grid spans 0.0912–10,000μm with 25614

logarithmically spaced bins.
To record the spectral intensity distribution, a cylindrical

grid is used because of the radial and angular dependence of the
spatial densities for the R12 and F98 models. Any choice of
grid spacing is a compromise balancing computational
resources and overall accuracy. The following grid is found
to provide adequate sampling for the typical sizes of the
simulation volumes used for GALPROP CR propagation and
interstellar emission calculations (halo sizes ∼4–10 kpc
perpendicular to the Galactic plane and maximum X, Y
boundaries ∼20 kpc). The spacing is variable in galactocentric
radius with ΔR=0.1 kpc near the GC, ΔR=0.25 kpc to the
solar circle, ΔR=1 kpc beyond to 15kpc, and ΔR=5 kpc
beyond that to R=30kpc. Azimuthally, the spacing is at
Δf=10°. The Z coordinates for the camera locations are
±20,±10,±5,±2,±1,±0.5,±0.25,±0.1, and 0kpc. Note
that the ISRF sampling grid entirely encloses the spatial grid
for the GALPROP calculations made in this paper.
Each ISRF model calculation (R12, F98) uses 5×108

luminosity packets with HEALPix Nside=8 maps15 to
determine the Galaxy-wide spectral intensity distributions that
are employed for the calculations with GALPROP. These
statistics are sufficient because integrating over the ISRF
spectral intensity when determining the e± energy losses and
IC emissivities smooths any artifacts due to Monte Carlo noise.
However, for the data/model comparison for the line profiles,
higher statistic runs are made using 5×1010 luminosity
packets with HEALPix Nside=1024 maps. Even with the
higher statistics runs, there is unavoidable Monte Carlo noise,
typically where the intensities are lowest.
Figure 4 shows the predicted longitude profiles for latitudes

−5°<b<5° for the R12 (left) and F98 (right) models

Figure 3. Total CR energy densities at the plane for the SA0 (left), SA50 (middle), and SA100 (right) source density models used in this paper. The yellow star marks
the location of the solar system in each panel. The maximum of the energy density is ∼1.2–1.5 eVcm−3, depending on the density model.

14 The FRaNKIE code uses both CPUs and accelerators (see Porter &
Vladimirov 2013) with specific optimizations that require the wavelength/
frequency gridding to be a power of 2 and a multiple of the largest machine
vector size.
15 GALPROP anisotropic IC γ-ray calculations have been tested using the R12
model calculated with Nside=4, 8, and 16 spectral intensity maps to evaluate
the best compromise between accuracy, run time, and disk storage for the ISRF
data files. With the Nside=8 and 16 resolutions, the position-dependent
intensity traces asymmetries (by arms, etc.) sufficiently for the γ-ray
calculations. There is no discernable difference for the IC calculations using
the Nside=8 and 16 maps, but the run time and storage on-disk for the latter
is ∼4× higher.
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Consequently, the absorption near the GC for the R12 model is
lower. However, the general trend of a shift in the peak of the
far-infrared emission to shorter wavelengths from the intense
radiation field over the inner Galaxy is present for both the R12
and F98 models independent of the dust density there. The
other major difference is the spatial variation of the SED from
far-UV to ∼0.5μm wavelengths that reflects how the early-
type stars are modeled. The variation of the UV and optical
spectral intensity for the R12 model with X outside the region
about the GC is driven predominantly by the crossing of the
various arms as X increases out to ∼12kpc. In particular, for
the R12 model, the locations shown in the figure sample the
interarm (X= 4 kpc) and in-arm (X= 8 and 12 kpc) regions.
For the F98 model, such variations are absent because the
young stars in the arms are treated using spatial averaging.

The variation of the wavelength-integrated SED predicted
for the R12 and F98 models across the Galaxy at the midplane
is shown in Figure 7. The R12 model produces a more
structured spatial distribution for the energy density, with
features related to the stellar luminosity model clearly evident.
The variation of the SED shown in Figure 6 (left) from the
crossing of interarm/arm regions with the X coordinate is also

readily understood where the maxima of emission are clearly
visible near X∼8 and ∼12kpc, respectively. For the F98
model, the asymmetric bulge produces a clearly elongated
region of high energy density dominating the inner Galaxy
region. On either side of the minor axis of the bulge are shallow
minima in the energy density distribution, and, outside of
∼4kpc about the GC, the stellar disk is the only significant
contributor.
The spatial variation of the SED outside of the Galactic plane

(not shown) is most sensitive to the details of the stellar
luminosity and dust model for ∣ ∣ –Z 1 5 kpc, with the effect
dependent on position relative to the GC. Close to the GC, the
intensities of the respective models differ the most but become
comparable for ∣ ∣Z 5 kpc, while toward the outer Galaxy,
they are similar for somewhat lower height ∣ ∣Z 1 kpc. The
falloff of the intensity with the Z coordinate is approximately
logarithmic for both models. At a distance ∼10kpc above the
plane near the GC, the energy density for either model is
similar to that of the CMB, and at a distance of ∼20kpc it
becomes comparable that of the extragalactic background light
(e.g., Hauser & Dwek 2001; Mazin & Raue 2007).

Figure 6. ISRF spectral energy density for the R12 (left) and F98 (right) models, showing the variation with a positive X coordinate in the Galactic plane.

Figure 7. Integrated ISRF energy densities in the Galactic plane for the R12 (left) and F98 (right) models. The yellow star marks the location of the solar system in
each panel. Note that the energy density saturates the scale in and about the GC for both models.
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FIG. 1. The Modified Excess Template, calculated as the di↵erence between the Modified Map and the baseline CO map. The
color scale shows the �-ray intensity. The solid cyan circles show unassociated �-ray point sources in version 4FGL-DR2 of
the fourth Fermi–LAT catalog [34], and the dashed green circles show new sources, not in the 4FGL-DR2, that we find in this
work (see text). The radius of each source corresponds to the 95% localization uncertainty.

“Modified Excess Template” as the di↵erence between
the Modified Map and the baseline CO map, which ac-
counts for the additional H2-related �-ray emission not
included in current IE models, shown in Fig. 1.

We evaluate the significance of the Modified Excess
Template in the Fermi–LAT data by simulating the data
collected between 2008 August 04 to 2020 November 11
(⇠12 years). The simulated events have energies in the
range 1 � 100 GeV and are binned in 8 energy bins per
decade, for event class P8R3 CLEAN (FRONT+BACK).
The analysis is performed using Fermipy (v0.19.0), which
utilizes the Fermitools (v1.2.23). In these simulations, we
only focus on the H2-related �-ray emission, and exclude
all other components of the �-ray sky. The goal is to as-
sess the significance of the Modified Excess Template, i.e.
the contribution of the newly modeled H2 fine structure,
in the optimistic scenario where all other components
are satisfactorily modeled. The simulated events trace
the H2-related �-ray emission modeled with the Modi-
fied Map. The simulated data are then fit based on a
binned maximum likelihood method to a model that in-
cludes two components, the �-rays traced by the baseline
CO map and the Modified Excess Template. The latter is
assigned the spectrum determined by GALPROP, and its
normalization is free to vary in the fit. The normalization
of the CO map is also free to vary and its spectrum con-
strained to that calculated by GALPROP. As mentioned
above, the �-ray flux is calculate in 17 radial bins, since
the predicted H2-related �-ray emission depends on the
CR density, which is a function of Galactocentric radius.
In the simulations, the total emission is integrated along
the line-of-sight. Moreover, the individual maps have a
high level of degeneracy. We therefore combine the maps
into 4 radial bins. Specifically, we combine bins 1-6, 7-10,
11-13, and 14-17, which we refer to as A1, A2, A3, and
A4.

We simulate 1000 realizations of Fermi–LAT data, and
calculate the Test Statistics (TS) for the nested models
(�2log(L0/L), where L0 corresponds to value of the likeli-

FIG. 2. Distribution of the statistical significance (� ⇡
p
TS)

of the Modified Excess Template for the 50�⇥1� region cov-
ered by Mopra for 1000 realizations of ⇠12 years of Fermi–
LAT data. A fit with a Gaussian function is overlaid.

hood function for the null hypothesis (CO baseline), and
L to the alternative hypothesis (CO baseline and Modi-
fied Excess Template.) The statistical significance is ap-
proximated by � ⇡

p
TS. The distribution of the

p
TS

for the 1000 simulations is shown in Fig. 2. The mean
of the distribution is 48.30±1.02, for the 50 squared de-
gree Mopra region, and therefore very significant in a sce-
nario where other components contributing to the Fermi–
LAT data are perfectly modeled, and if the �-ray emis-
sion traced by 13CO is at the high end of the range we
have considered (with the caveats discussed above.)

The fractional residuals as a function of energy for the
1000 simulations are shown in Fig. 3. They are con-
sistent with zero, as expected. Fig. 4 shows the distri-
butions of the flux of each model component, including
the Modified Excess Template. In the Mopra region, the
mean integrated flux is (7.2 ± 0.2) ⇥ 10�8 ph cm�2 s�1.
Overall, the Modified Excess Template accounts for a
fair fraction (15.4%) of the total H2-related �-ray emis-
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• Improved modeling of the small-scale 

structure in the gas.
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Figure 1: The density of stars (log

scale) observed with r < 22 mag

over the DES and PS1 footprints
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Figure 1. Equal-area Mollweide projection of the density of stars (log scale) observed with r < 22 mag over the DES Y3A2

and PS1 DR1 footprints (red and cyan borders, respectively). Filled markers indicate kinematically confirmed Milky Way

satellite galaxies, and unfilled markers indicate satellite galaxy candidates that have not yet been kinematically confirmed. We

mark classical Milky Way satellites (black circles), and satellites discovered by SDSS (blue squares), PS1 (cyan diamonds),

DES (red upright triangles), other DECam surveys (purple inverted triangles), HSC SSP (green pluses), VLT ATLAS (magenta

pentagons), and Gaia (brown crosses).

ping surveys (Homma et al. 2016, 2018, 2019). More-

over, several recently discovered Milky Way companions

(e.g., Crater II, Virgo I, Aquarius II, Cetus III, Antlia II,

and Boötes IV) are lower surface brightness than most

ultra-faint dwarfs discovered in the SDSS era, implying

that the current generation of surveys and search tech-

niques are sensitive to systems that were previously un-

detectable. Searches using compact spatial kernels and a

wider variety of stellar population ages and metallicities

have revealed diverse Milky Way substructures (Torre-

alba et al. 2019a), and precise proper motion informa-

tion for billions of nearby stars provided by Gaia has

enlarged the sample of extremely low-surface-brightness

satellites (Torrealba et al. 2019b).

Theoretical predictions for the smallest galaxies have

advanced hand in hand with observations. Since galaxy

formation is a nonlinear process, numerical simulations

have long been used to predict the population statis-

tics of these objects. Early simulations that resolved

dark matter substructure within Milky Way-mass halos

predicted far more surviving dark matter subhalos than

the number of observed satellites (Klypin et al. 1999;

Moore et al. 1999). This mismatch, dubbed the “missing

satellites problem,” simply reflects the fact that map-

ping subhalos in dark-matter-only simulations to ob-

served satellites is nontrivial. In particular, reionization

and stellar feedback drastically suppress dwarf galaxy

formation in low-mass halos (e.g., Bullock et al. 2000;

Somerville 2002; Brown et al. 2014), and tidal inter-

actions with the Galactic disk are expected to disrupt

a significant number of systems (e.g., Garrison-Kimmel

et al. 2017; Kelley et al. 2019; Nadler et al. 2018). Semi-

empirical models that account for these e�ects—along

with realistic satellite detection criteria—find that the

observed satellite population is consistent with cold, col-

lisionless dark matter (e.g., Kim et al. 2018; Jethwa et al.

2018; Newton et al. 2018; Nadler et al. 2019b,a; Bose

et al. 2019). Likewise, hydrodynamic simulations that

self-consistently model galaxy formation in a cosmologi-

cal context produce luminosity functions and radial dis-

tributions of satellites that are broadly consistent with

observations of the Milky Way system (e.g., Wetzel et al.

2016; Garrison-Kimmel et al. 2019; Samuel et al. 2020).

In concert, extremely high-resolution simulations of iso-

lated ultra-faint systems suggest that low-mass dwarfs

may be abundant (Wheeler et al. 2019).

Historically, the primary means of comparing Milky

Way satellite observations to simulations has been

through the total satellite luminosity function (i.e., the

total number of satellites within the virial radius of the

Milky Way halo as a function of satellite luminosity).

Typically, an observational selection function is built to

predict the detectability of a satellite as a function of

heliocentric distance, size, and luminosity. This type

of LAT data (at the start of Cycle 14) together with an up-to-date MW satellite census which
has recently been made available. A summary of the known and candidate MW satellites
from [24] is shown in Figure 1.

3 Analysis Method
Since no statistically significant �-ray signal has so far been detected from any individual
target, we improve the search sensitivity by employing a stacking method, consisting of three
main steps. In the first step, for each source in our sample we optimize the model parameters
(Galactic, isotropic, and 4FGL-DR2 sources) in a 10�⇥10� region of interest using a likelihood
fit. In order to optimize the sensitivity of the analysis we will use a joint-likelihood fit with
the four available point spread function (PSF) event classes. To account for the additional
exposure compared to the 4FGL (which is based on 10 years of data), we also find new point
sources. In the second step we construct 2D TS2 profiles for each source by iterating through
values of DM mass and annihilation cross section, and performing a likelihood fit for each
iteration. As our representative cases3 we consider WIMP DM annihilating to either final
state bb̄ or final state ⌧+⌧�. The DM spectra are calculated using DMFit [25]. Finally, in
the last step we add all the individual profiles. Note that the TS is an additive quantity,
and so the stacked profile gives the statistical significance of the combined signal.

We use the combined likelihood profile to calculate 95% ULs on the annihilation cross
section as a function of DM mass. Preliminary results for final state bb̄ are shown in the left
panel of Figure 2 (for a mass range of 10�1000 GeV). In order to make a direct comparison,
here we have used the same sample selection and corresponding J-factors as was used in [8].
Our preliminary analysis is a factor of ⇠2.3 more sensitive than [8] (at 10 GeV), and we
expect this to improve further with the inclusion of the additional targets and exposure
time, implementation of the four PSF event classes, and by fully accounting for astrophysical
mismodeling (see below). Our projected sensitivity will approach the sensitivity projection
using the 60 dSphs of [26], shown in Figure 2. For comparison, we also overlay contours
for the GC excess from [15–17, 19]. As a validation of our combined likelihood method,
we injected a DM particle into the data with a DM mass of 100 GeV and cross section of
2 ⇥ 10�26 cm3 s�1 annihilating to bb̄. Results for this test are shown in the right panel of
Figure 2. Within 1� we recover the input parameters.

2
The test statistic (TS) is defined as -2log(L0/L)), where L0 is the likelihood for the null hypothesis, and

L is the likelihood for the alternative hypothesis.
3
These cases are generally found to provide a good fit to the GC excess. Our full analysis will contain

additional final states, as well as models with multiple annihilation channels.

2
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FIG. S7. NGC6822 has one of the largest J-factors of the objects in the catalog, but it fails the selection requirements because
of its proximity to the Galactic plane. We show the analog of Fig. S5 (left) and Fig. S4 (right). We see that this object has a
broad TSmax excess over many masses and a weaker limit than expected from random sky locations.

Galaxy Group J -factors

0 1e+15GeV2 cm�5 sr

FIG. S8. Mollweide projection of all the J-factors inferred using the T15 and T17 catalogs, smoothed at 2� with a Gaussian
kernel. If we could see beyond conventional astrophysics to an extragalactic DM signal, this is how it would appear on the sky.

Galaxy Groups

Lisanti+18 (link)

Karwin (unpublished)

Ackermann et al. [28] performed a binned likelihood analysis
of the six years of Fermi-LATPass 8 data of theComa cluster.
They find two residual structureswithin thevirial radiusof the
cluster, but the statistical significance of this emission is
below the threshold to claim detection of gamma-ray emis-
sion from the cluster. In this work, we perform an unbinned
likelihood analysis of the nine years of Fermi-LAT Pass 8
data, with careful modeling of the background sources. For
the first time, we discover the gamma-ray emission above
200 MeV from the direction of the Coma cluster. We further
find tentative evidence that the gamma-ray emission at the
Coma center is spatially extended, which may be related to
the bulk of the Coma cluster.

II. DATA SELECTION AND ANALYSIS

For this work, we use 9 years (MET 239557417-
522806178) of public Pass 8 LAT data. We select FRONTþ
BACK converting photons corresponding to the SOURCE
class with energies from 200 MeV to 300 GeV within
a 12° region of interest (ROI) centered at the Coma
cluster center at αJ2000 ¼ 194.95°; δJ2000 ¼ 27.98°. We use
recommended time selection of ðDATAQUAL>0Þ&&
ðLATCONFIG¼¼1Þ and limit the data selection to zenith
angles less than 90°, allowing us to effectively remove
photons originating from the Earth limb.

A. Background model

In our background model, we include all sources listed in
the third Fermi-LAT catalog of pointlike and extend sources
(3FGL) [32], along with 4 non-3FGL pointlike sources
reported inRef. [28]within the region of ROI enlarged by 5°.
We include also the standard diffuse emission background,
i.e., the foreground for Galactic diffuse emission and the
background for spatially isotropic diffuse emission [33],
recommended for performing data analysis of Pass 8 LAT
data. One shortcoming of using the 3FGL catalog (based on
4 yr of LATobservations) to searchwithin a data set covering
9 yr is that spectral parameters may have substantially
changed. To account for this variability, we leave the
normalizations and spectral index free for all sources that
are inside ROI and allow the normalization of the templates
used to model the Galactic foreground and isotropic
diffuse emission to vary freely. In addition, for the 3FGL
sources outside ROI, we freeze all their parameters to
the catalog values. We make use of the Science Tools
package (v10r0p5) with the P8R2_SOURCE_V6 instru-
ment response functions and carry out a standard unbinned
likelihood analysis for the background. We use the gttsmap
tool to search for any additional gamma-ray sources inside
the Coma cluster considering a 4° × 4° region centered on
the Coma center, see Fig. 1. For each pixel in the map the
gttsmap tool evaluates the test statistic (TS), defined as
TS ¼ −2ðlnL0 − lnLÞ, where L0 is the maximum-
likelihood value for null hypothesis and L is the maximum

likelihood with the additional source under consideration.
According to Fig. 1, a residual structure appears to be
roughly coincident with the radio halo region, but the
position of peak TS values locates at the southwest side
of the Coma cluster, as shown by a diamond (namely p1) in
Fig. 1. The best position of p1 given by gtfindsrc tool is
ð194.148°; 27.683°Þ % 0.093° (the uncertainty corresponds
to 95% confidence level).
After we submitted the first version of our paper [35],

Fermi-LAT Collaboration distributed the preliminary
Fermi-LAT list of sources (FL8Y) [36] based on the first
eight years Pass 8 data and the diffuse background of the
3FGL model. Our discovery of the excess at the position of
p1 is confirmed by the FL8Y source list, with a name FL8Y
J1256.6þ 2741. The Fermi-LAT Collaboration did not
find any known source associated with FL8Y J1256.6þ
2741 using their automatic source association methods.
Since most of the gamma-ray-emitting AGNs are sources of
radio emission, we also search for possible radio sources
associated with p1 in the radio source catalogs of NASA/
IPAC EXTRAGALACTIC DATABASE (NED) [37]. Three
faint radio sources are located within the 95% containment
radius given by the gtfindsrc tool, as shown in Fig. 2. Their
radio flux densities are 0.271% 0.096 mJy for C3A-049,
0.290% 0.096 mJy for C3A-903 at 1.4 GHz [38],
and 11.2% 1.4 mJy for [K94] 125406.04þ 280046.7 at
1.42 GHz [39]. We can estimate the gamma-ray luminosity

FIG. 1. Gaussian kernel (σ ¼ 0.1°) smoothed TS map of the
Coma cluster region output from gttsmap in the energy band
0.2–300 GeV. The map has a dimension of 4° × 4° and a
resolution of 0.1° per pixel. The white dotted circle is the region
subtended by the virial radius, θ200 ¼ 1.23°. The diamond p1
represents the position of TS value peak. The contours corre-
spond to measurements of the Coma cluster using the Westerbork
Synthesis Telescope (WSRT) at a central frequency of 352 MHz
([34]). The WSRT observations are smoothed with gaussian
kernel (σ ¼ 0.05°). Contours start at 1 mJy beam−1 and increase
in steps of 6 mJy beam−1.

XI, WANG, LIANG, PENG, YANG, and LIU PHYS. REV. D 98, 063006 (2018)

063006-2

Galaxy Clusters

Coma detection — Xi+18 (link)

An accretion origin for M31 outer halo globular clusters 3

Figure 1. First-semester PAndAS map of the spatial density of stellar sources possessing luminosities and colours consistent with being metal-poor red-giant
branch stars ([Fe/H]! −1.4) in the M31 halo (McConnachie et al. 2009). The two dashed circles, representing Rp = 30 and 130 kpc, indicate the vast scale of the
survey. Our globular cluster sample is overlaid, marked by red points (compact clusters) and blue points (extended clusters). Objects outside the PAndAS area
are from our previous survey work. Major halo substructres are labelled (see text for details); region (1) indicates the ill-defined major-axis feature and nearby
overdensities to the east and north, while (2) marks the inner western cluster group. The lower panel shows 1′ × 1′ PAndAS i-band thumbnails for ten of our
globular clusters spanning 30 ! Rp ! 120 kpc and a wide variety of sizes and luminosities. The lower right-most two are good examples of extended clusters.
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Future Directions: New Missions and Synergies
Synergies with other Search Methods, Messengers, and Wavelengths:

• Complementarity with direct detection. 
• Complementarity with other indirect searches, e.g. cosmic rays (i.e. anti-protons, anti-deuterons, and anti-

helium) and radio (i.e. dwarfs and M31).
Deep Radio Surveys and Very-High Energy Observations with CTA:

•  Search for milli-second pulsars in the GC.
The MeV Band with COSI (and future prospects for AMEGO-X, GECCO, and others): 

• Measure the IC and Bremsstrahlung between 200 keV - 5 MeV. 
• Conduct multi-wavelength analysis of the Galactic diffuse, including radio, MeV, and LAT bands.
• Search for unresolved point-source population in the GC. 
• Explore possible connections between the LAT GC excess and the MeV GC excess measured by COMPTEL 

and INTEGRAL.
New Instrument Designs:

• A wide FOV gamma-ray instrument with high sensitivity and improved angular resolution between 1-100 
GeV, in order to resolve possible gamma-ray point sources in the Galactic center.
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•There is an excess towards GC, possibly from mis-modeling of the foreground/background, unresolved point 
source population, and/or DM annihilation. However, interpretations are limited by systematic uncertainties 
relating to the Galactic diffuse.

•The Milky Way dwarfs remain a key constraint on DM interpretations of the GC Excess. 
•Many other targets serve as complementary probes, as well as alternative possibilities. 
•Future directions include improvements to the Galactic diffuse model, different targets, and synergies with 

other wavelengths and search methods (see previous three slides). 

Summary and Conclusions

Thank you for your attention!
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•Direct detection parameter space corresponding to the GC excess from Karwin+17

Extra: GC Excess

WIMP-neutron spin-dependent integrated cross section,
respectively, for each IEM and both NFW and NFW-c.
For comparison, the limits from the LUX search for DM
scattering with Xenon are presented [84], also mapped into
σSI or the integrated cross section for spin-dependent
scattering with neutrons. For the vector models, the limits
from LUX easily exclude all of the ML points except
for the point with dark matter masses around 10 GeV
which annihilates predominantly into leptons for the
Pulsars, index-scaled IEM with NFW-c profile, which
has sufficiently small coupling to quarks that the scattering
with nuclei is highly suppressed. For the pseudoscalar
models, the predictions for the ML points lie well below the

LUX bounds, with the lower mass points potentially probed
long-term by Darwin [85], while the higher mass points are
slightly above the neutrino floor [86] and out of the reach of
these experiments. These results illustrate the importance
of the IEM modeling and its influence on characterization
of the putative signal, which can lead to drastic differences
in the expectations from complementary searches.

C. Collider searches

Searches at the Large Hadron Collider (LHC) are more
model dependent and can be classified based on the masses
and couplings of the particles mediating the interaction.
When such particles are heavy compared to the typical
collider energies, they can be described by the same EFTs
employed in this paper. The results of searches in this regime
are typically not competitive with direct searches except at
masses far below those of interest to describe the GC excess
[87,88]. For lighter mediating particles, the limits depend
sensitively on the specific couplings to the DM as well as to
the SM fermions. In particular, for values of the cross
sections similar to what has been found in past character-
izations of the GeV excess, cases where a pseudoscalar
mediator’s coupling to DM is significantly weaker than the
coupling to quarks are mildly constrained by LHC data, and
the opposite limit is essentially unconstrained [89]. Given the
wide range of parameter space (which is even larger for the
specialized IEM analysis considered here), it seems possible
that the LHC could eventually hope to observe an excess
consistent with a pseudoscalar mediator interpretation if
parameters are favorable. Similar remarks apply to the vector
mediator models, although all but the Pulsars, index-scaled
IEM with NFW-c profile are already excluded by direct
detection experiments. This latter model is consistent with
vanishing coupling to quarks, and thus is unlikely to be
excluded by searches at the LHC.

VI. SUMMARY

The excess of ∼GeV γ-rays from the direction of the
GC is an indication that there is something in the γ-ray sky
beyond our current knowledge. Whether this source ulti-
mately proves to originate from DM annihilation or from
a more conventional astrophysical source still remains to
be determined, and is likely to require further experimental
input. As part of this process, we have examined key
aspects of the putative signal using the specialized IEMs,
developed by the Fermi-LAT Collaboration [19]. Our goal
in characterizing potential DM explanations is to explore
the implications from complementary searches, which can
rule out or favor a DM interpretation.
Our results illustrate the impact of interstellar emission

modeling on the extracted characteristics of the excess and
highlight the need for improved modeling to capture a more
realistic range of possibilities. As far as the gross character-
istics of the excess are concerned,we find an offset of∼0.5° of

FIG. 12. ML points for the pseudoscalar models, for each IEM
and profile considered, as indicated, mapped into the plane of the
DM mass and the integrated cross section, as described in the
text. Also shown are current constraints from LUX (upper shaded
region) and projections from XENONnT, LZ, and Darwin
(dashed and dotted lines). The lower shaded region indicates
the neutrino floor.

FIG. 13. ML points for the vector models, for each IEM and
profile considered, as indicated, mapped into the plane of the
DMmass and σSI, as described in the text. Also shown are current
constraints from LUX (upper shaded region) and projections
from XENON1T (dashed line). The lower shaded region in-
dicates the neutrino floor.

KARWIN, MURGIA, TAIT, PORTER, and TANEDO PHYSICAL REVIEW D 95, 103005 (2017)
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Extra: The Milky Way Dwarfs

•Ackermann+15: 15 kinematically confirmed srcs
• Albert+17: 28 kinematically confirmed srcs, 17 candidate galaxies
•Updated analysis (Karwin et al. in prep): 37 kinematically confirmed srcs, 17 candidate galaxies
•J-factor determination: 1) calculated, 2) kinematic scaling relation, 3) photometric scaling relation

r

rh

J- and D-Factor scaling 3489

Figure 9. Similar to Fig. 7, except with the D-Factor model at θ = αc/2 instead of J-Factor models.

σ 4
los) and d−2 dependence from the ‘flux’ nature of the J-Factor. The

remaining unit is 1/[length] and implies that J ∝ 1/r1/2. The first part
of equation (13) is the scaling relation we find while the remainder
is dependent on the ratio r1/2/rs. With 〈r1/2/rs〉 ≈ 0.25, equation (13)
has the same normalization as our scaling relations for αc (see
Table 1).

4.7 Comparison with other J-Factor compilations

As a cross check we apply our methodology to the compilations10 of
Geringer-Sameth et al. (2015b) and Hütten et al. (2016). Both works
tabulated the d and r1/2 values used in their analysis, however, neither
compiled σ los for their samples. We substitute our own calculations
of σ los as the kinematic samples for most galaxies overlap. The
Geringer-Sameth et al. (2015b) analysis used a more generalized
dark matter halo (double power law) and assume the same stellar
anisotropy and stellar density profile as our work. The Hütten et al.
(2016)11 study in contrast used more general profiles for the dark
matter, stellar anisotropy, and stellar light compared to our work.
Both provide J-Factors at 0.◦5.

We find J0 = 18.09 ± 0.12, σ J = <0.18, γσlos = 3.8+0.6
−0.7,

γ d = −1.7 ± 0.2, and γr1/2 = −1.4 ± 0.2 for the Geringer-Sameth
et al. (2015b) compilation and find J0 = 18.4 ± 0.26, σJ =
0.23+0.12

−0.10, γσlos = 2.5+1.1
−1.1, γd = −1.9+0.5

−0.4, and γr1/2 = −1.4 ± 0.4
for the Hütten et al. (2016) compilation. Both studies have a larger
normalizations than our study which may be caused by the gen-
eralized halo model and they have slightly steeper values for the
γr1/2 parameter. The best-fitting slope parameters with the Geringer-
Sameth et al. (2015b) compilation agree with the analytic and units
based argument. In contrast, we find with the Hütten et al. (2016)
compilation a smaller γσlos value with much larger errors and a large
intrinsic scatter (σ J). As a cross check we examined our sample with
the subset of galaxies in each of these compilations and found our re-
sults were consistent. Overall, the results with the Geringer-Sameth
et al. (2015b) compilation are consistent with our compilation while
the Hütten et al. (2016) compilation results are consistent within 1σ .

4.8 Scaling with luminosity

In the era of deep and wide surveys, it will become increasingly
more difficult for the measurement of stellar kinematics within in-

10In both cases, we exclude galaxies (Draco II, Leo IV, Leo V, Pisces II,
Segue 2, and Triangulum II) that were excluded from our sample.
11Most of the analysis in this compilation was initially presented in Bon-
nivard et al. (2015b).

Figure 10. Best-fitting J-Factor luminosity model compared to the mea-
surements at θmax = αc. The shaded band represents the intrinsic scatter of
the model (σ J) and is noted in the upper-left.

dividual systems to keep up with the rate at which new systems are
discovered. So it is important to determine how the J-factor scales
with parameters other than σ los. For satellites without stellar kine-
matics, the stellar luminosity, LV, may be a potential replacement
for σ los in the J-factor scaling relation. In our dSph sample, there is a
rough correlation between σ los and LV. We explore J-factor scaling
relations replacing LV for σ los. The best-fitting relation we find is
(fixing γ d = −2)

J (0.◦5)
GeV2 cm−5

≈ 1018.17
(

LV

104 L&

)0.23 (
d

100 kpc

)−2 (
r1/2

100 pc

)−0.5

.

(14)

This scaling relation has an intrinsic scatter of σ J = 0.27, which
is larger than the scaling with σ los (σ J < 0.10), but it is equivalent
in scatter to a simple d−2 scaling (σ J = 0.30). Similar results are
found for J(αc). We note there is a clear anticorrelation between the
parameters, γLV and γr1/2 . We provide the best-fitting parameters for
these two angles in Table 1.

In Figs 10 and 11, we provide comparison figures for the lumi-
nosity models. In Fig. 11, we compare the model residuals versus
the model inputs (d, r1/2, LV) and σ los. In the residuals, there is a
trend versus σ los implying that the best-fitting model should include
σ los. As the luminosity scaling has larger scatter compared to our
σ los scaling relation this is not surprising.

We explored different subsets of our sample (similar to Sec-
tion 4.4) to check the robustness of the luminosity-based scaling
relation. Most subsets contain similar results with similar σ J. The

MNRAS 482, 3480–3496 (2019)
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Figure 4. J-Factor versus distance for integration angles of 0.◦1, 0.◦2, 0.◦5, and αc. αc is the angle where the J-Factor uncertainties are minimized (Walker et al.
2011).

Figure 5. Same as Fig. 3 except the J-Factor replaced with the D-Factor within 0.◦1.

Since the range in σ los between the dSphs is relatively small, the
large σ los power is not seen until the other trends are removed.
We note that the exponent in the σ los scaling has larger uncertainty
than the other parameters due to the small dynamic range of σ los

values.
We explore subsets of our sample at two angles (0.◦5, αc) to check

the robustness of our results. The subsets are as follows: MW satel-
lites, systems with a well-measured σ los (error of σlos < 1.5 km s−1),
luminosity-based subsets (removing faint galaxies at log10L = 3.5,
4.0, 4.5, or removing the ‘brightest’ galaxies log10L < 4.5), the
classical systems (pre-SDSS), systems with a minimum spectro-
scopic sample size (N > 20), galaxies in the Geringer-Sameth
et al. (2015b) or Hütten et al. (2016) J-Factor compilations, and
distant (non-MW) galaxies. For J(θmax = αc) models, the median
power-law parameters varied between 3.54 < γσlos < 3.90, −2.08
< γ d < −2.30, and −0.60 < γr1/2 < −0.72 except for the classical
(γσlos = 4.6) and distant subsets (γ d = −2.7). These ranges of me-
dian values cover the errors in the full sample and show that only

in extreme subsets are the slopes different. We find similar results
at J(θmax = 0.d5◦). The median values in each subset are in the
following ranges: 3.34 < γσlos < 3.84, −1.93 < γ d < −2.01, and
−0.80 < γr1/2 < −1.0 , excepts for the classical and distant subsets.
Increasing the number of dSphs with kinematics and improving the
current precision will help determine the exact scaling.

We advocate to use the J-Factor scaling relation with parameters
set by the unit-based values. The scaling relation at θmax = 0.◦5 with
typical dSph parameters is

J (0.◦5)
GeV2 cm−5

≈ 1017.87
( σlos

5 km s−1

)4
(

d

100 kpc

)−2 (
r1/2

100 pc

)−1

.

(11)

The intrinsic spread is constrained to small values with these
parameters (σ J < 0.10). We show in Section 4.6 that this relation
can be derived analytically.
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Extra: The Andromeda Galaxy
Recent Papers:
• June 2019: Search for Gamma-Ray Emission from Dark Matter Particle Interactions from the Andromeda and Triangulum Galaxies with the Fermi Large Area Telescope (link)
• July 2019: Fermi-LAT Observations of Gamma-Ray Emission Toward the Outer Halo of M31 (link)
• October 2020: GeV Gamma-ray Emission from M33 and Arp 299 (link) 
• May 2020: The Gamma-ray Emission of Star-Forming Galaxies (link)
• Jan 2021: Dark Matter Interpretation of the Fermi-LAT Observations Toward the Outer Halo of M31 (link)
• April 2021: Gamma-Ray Image Reconstruction of the Andromeda Galaxy (link)
• June 2021: Giant Cosmic-Ray Halos Around M31 and the Milky Way (link)
• Sep 2022: The Android Gamma-ray Excess: Background Systematics of the Millisecond Pulsars and Dark Matter Interpretations (link)

https://arxiv.org/abs/1904.10977
https://arxiv.org/pdf/1812.02958.pdf
https://arxiv.org/pdf/2003.07830.pdf
https://arxiv.org/abs/2003.05493
https://arxiv.org/abs/2010.08563
https://arxiv.org/abs/2102.06447
https://arxiv.org/abs/2101.05016
https://arxiv.org/abs/2204.00636

