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Recreating the universe after the big bang:

Dark Energy
Accelerated Expansion
Afterglow Light
Pattern Dark Ages Development of
375,000 yrs. Galaxies, Planets, etc.

Inflation_

Quantum
Fluctuations

1st Stars
about 400 million yrs.

Big Bang Expansion

13.77 billion years
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The Standard Model of Fundamental Particles -

PARTICLES PPy ke quarks <k &Y PARTICLES

« SM is incomplete: no dark matter candidate/ unstable Higgs mass

 Well motivated BSM theory space excluded with LHC searches

 Need to be inclusive in signatures to detect at the LHC for upcoming runs
 Higher data rate, more complex detector design
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From Collisions to Discoveries 5

CMS Experiment

40MHz collision rate

~1B detector channels FPGA filter stack
~Us latency

10s Gb/s
~5 kHz

On-detector S 10s Tb/s °
AS1C compression 100s kHz t‘:A(’)(r)rzlpduvtvilr\dqeqri J
~100ns latency . —D F xabute-scale

datasets

On-prem CPU/GPU

filter farm
~100 ms latency
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Accelerated Al in HEP )

Pre-kickoff seminar: https://indico.cern.ch/event/1087356/

Opportunities in accelerating discoveries at the LHC with Al: HEP parallel session later today

» Searching for more challenging unconventional signatures: e.g. er- Mlacyuan Liu (Purdue Universtty (US)
boosted/low momentum/long lived Graph neural networks in HEP

10 mins talk + 5 mins discussion

» Efficient easily parallelizable methods to speed up computing.

Speaker: Yongbin Feng (Fermi National Accelerator Lab. (US))

» Future: online calibration, intelligent experimental control etc

Anomaly detection in HEP

Bringing algorithms closer to data creation with Al in Level 1 10/mins tallc+ 5 mins discussion
o Speaker: S Eon Park (Massachusetts Inst. of Technolo
trigger/on-detector ASICs : targeted systems peaker: Sang Eon Park (Massachusetts Inst. of Technology (US))

SPVCNN applications in HEP

10 mins talk + 5 mins discussion

Large data volume requires efficient data-processing at the high
level trigger and offline computing: heterogeneous computing

Speaker: Alexander Joseph Schuy (University of Washington (US))

Full ML device implementations require algorithm & hardware co-
design and tools that assist domain experts with prototyping


https://indico.cern.ch/event/1087356/
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Look forward to the next few years! :

Science Compute

Science

Domain Data pipeline SyStemS
Drivers

A3D3

Apply ML/ ML-specific
Domain inspired systems
ML

Machine

Learning



