NeuroAl

[Approaches to Analyze Behavior]
Sparse Semi-Supervised Action
Recognition with Active Learning

Presenter: Jingyuan Li {jingylic@uw.edu},
Faculty Advisor: Eli Shlizerman {shlizee@uw.edu}
NeuroAl Shlizerman Lab
Electrical and Computer Engineering Department



Background and Motivation



Action Recognition
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Image Source: https://www.vectorstock.com/royalty-free-vector/girl-run-
cycle-animation-sequence-loop-animation-vector-26206917



Application of Action Recognition

Action Evaluation

Robotic Surveillances
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Image Source:

Left: Boston Dynamics

Middle: https://www.conservationnw.org/our-work/wildlife/wildlife-monitoring/

Right: https://pythonawesome.com/multi-person-real-time-action-recognition-based-on-human-skeleton/



https://pythonawesome.com/multi-person-real-time-action-recognition-based-on-human-skeleton/

Skeleton Based Action Recognition

Standing Up
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Skeleton Data Sources
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Motion Tracking with Marker Human motion video with skeleton Animal motion video with skeleton
J.L. Jimenez Bascones et al., 2019 Zhe Cao et al., 2017 Alexander Mathis et al., 2018

Advantageous for skeleton based action recognition:
* Reducing interference from the background

* Learning dynamics movement



Earlier Methods on Prepared Dataset

» Supervised Learning:
-> Achieving high performance with a large labeled dataset.

« Semi-Supervised Learning:

-> Achieving reasonable performance with partially randomly
labeled data.

No consideration of which samples should be labeled.

Tackle the problem with Active
Learning



What is Active Learning (AL)

“Active learning is a special case of machine learning in which a
learning algorithm can interactively query a user (or some other
information source) to label new data points with the desired
outputs”

Labeled data

Unlabeled data
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Methods

1. 'Cold Start’ in AL
2. Semi-Supervised Training for Action
Recognition
3. Selection with Partially Labeled Dataset




Methods

1. 'Cold Start’ in AL



‘Cold Start’ in Initial Selection

* None of the samples is labeled at initial selection.



‘Cold Start’ in Initial Selection

* None of the samples is labeled at initial selection.

« Quality of initial selection affects future selection.
« Bad initialization can lead to wrong class boundary.



‘Cold Start’ in Initial Selection
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Solve the ‘Cold Start’ Problem

« Embeddings from unsupervised regeneration shown to
form meaningful embedding space

Encoder Embedding Decoder

t=1 t=2 t=T t=1 =2 t=T
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Original Skeleton Sequence Regenerated Skeleton Sequence

Kun Su, Xiulong Liu, Eli Shlizerman 2020., PREDICT & CLUSTER: Unsupervised
Skeleton Based Action Recognition



Solve the ‘Cold Start’ Problem

» Clustering samples in the embedding space
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Solve the ‘Cold Start’ Problem

{ ]
o o °
[ ] I i I ®
Clustering samples in the embedding space . e o
« Selecting samples closest to cluster centers . o ® 4
()
° ° . ®
([ Y -
Embedding —— ° °
‘ ° o’
o
([ ¢ ()
° o ©
—  Encoder-Decoder <« . ® o ©
[ J e ™Y
N/ I
Reconstruction ° °® , o
Lre .. - [ ] ‘ .. ACtIVG
—— ® o e Learning
Unlabeled Sequences e 4 .: . Selection
4 o. o ©
Jingyuan Li, Eli Shlizerman 2020., lterate & Cluster: Iterative Semi-Supervised Action Embedding
Clusters

Recognition



Methods

2. Semi-Supervised Training for Action
Recognition



Semi-Supervised Learning with Partially
Labeled Samples
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Two Representations

1. Embedding from encoder -« — 2. Probability distribution
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Methods

3. Selection with Partially Labeled Dataset
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Selecting According to

« Step 1: Form clusters in embedding space.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to

« Step 1: Form clusters in embedding space.

« Step 2: Measure the of unlabeled samples to the labeled samples
within the same cluster with predicted class probability.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to

« Step 1: Form clusters in embedding space.

« Step 2: Measure the of unlabeled samples to the labeled samples
within the same cluster with predicted class probability.

« Step 3: For each cluster, select a subset of samples with the largest distance.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to

Step 1: Form clusters in embedding space.

Step 2: Measure the of unlabeled samples to the labeled samples
within the same cluster with predicted class probability.

Step 3: For each cluster, select a subset of samples with largest distance.
Step 4: Among the subset of samples, choose samples with the largest

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selection According to

Step 1: Form clusters in embedding space.

Step 2: Measure of unlabeled samples to the labeled samples within the

same cluster with predicted class probability.
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Step 3: For each cluster, select a subset of samples with largest distance.
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Experiments



UWA3D
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Compare with Semi-supervised and other
AL Methods

UWA3D VIEW3 NW-UCLA NTU RGB+D 60 Cross Subject
% Labels 5% 15% 30% 40% % Labels 1% 2% 5% 10%
#Labels 25 50 100 250
C 446 560 709 729 C 218 372 49.6 56.7
C 183 219 321 443 RC 515 63.1 770 76.7 MS2L[14] 33.1 - - 652
SSL RC 195 30.0 269 463 SSL ASSL[26] 526 748 780 784 SSL RC 338 41.6 47.8 60.0
IRC 20.0 364 376 51.1 RIC 562 705 735 810 IRC 36.7 427 539 612
MS2L[14] - 60.5 — - - ASSL[26] - - 573 643
AL gggﬁg-gls ;?g g?g :(1)(9] gg g SESAR-DIS 553 733 803 833 SESAR-CS 176 23.1 37.0 496
(our) - . . . : AL(our)  SESAR-U 627 740 779 803 AL(our) SESAR-DIS 349 395 538 604
SESAR-CS 269 371 412 558 SESAR-CS 639 715 775 823 SESAR-U 361 425 539 608
SESAR-KT 228 346 518 5838 SESAR-KJS 58.1 766 80.0 85.0 SESAR-KJS 382 450 57.8 629
AL+K(our)  ocroap kIS 283 360 495 595  ALKOW  GpoARKT 636 768 772 789  ALYKOW)  pop KT 418 461 S50 582
Table 1. Performance of different semi-supervised approaches Table 2. Performance of different semi-supervised approaches Table 3. Performance of different semi-supervised approaches
. . . (top), SESAR with STOA AL methods (middle) SESAR with (top), SESAR with STOA AL methods (middle) SESAR with
(top), SESAR with STOA AL methods (middle) SESAR with "0 B o tom) on NW-UCLA dataset. AL+K methods (bottom) on NTU RGB+D 60 dataset.

AL+K methods (bottom) on UWA3D dataset.



Learning to Form Clearer Clusters
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2D latent embedding (with t-SNE) for UWA-3D dataset across three training
iterations.



Label Efficiency
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Label requirement to achieve
80% accuracy on UWA-3D
dataset.



Application: GUI DeeplLabCluster
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Application

Welcome Manage Project Cluster Data Iterative Action Recognition

DeepLabCluster - Step 1. Create a New Project or Load a Project

Please choose an option:
® New Project © Load Project

Project Name:

Keypoints Data:
Choose Training Videos List File:

Optional Attributes
1 Select the directory where project will be created Browse

Help Reset

Load Keypoints Data

Choose Training Videos List

Edit Config File

Ok



Application

Welcome Manage Project |Cluster Data| Iterative Action Recognition

DeepLabCluster - Step 2. Form Data into Clusters (Train Predict&Cluster Net)

Update Cluster Map Every (Epochs) Save Cluster Map Every (Epochs) Maximum Epochs
1 /100 2|10
Help Start Clustering Stop Clustering Reset Go to Action Recognition

Cluster Map Epoch 9
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Zoom Pan




Application

Welcome Manage Project Cluster Data  Iterative Action Recognition
DeepLabCluster - Step 3. Iterative Action Recognition with Sampled Annotation

Selection Method # Samples per Selection

[kmi - |10

Class name

[ drinking
eating
grooming
hanging
heading
rearing
resting
walking

20

10

-10

-10 -5 O 5 10 15 20

Save Selection Load videos >>Next

Replay

Perform Action Recognition

Stop Action Recognition

Next Selection

Reset

Help



Thanks!



