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Background and Motivation



Action Recognition

Image Source: https://www.vectorstock.com/royalty-free-vector/girl-run-
cycle-animation-sequence-loop-animation-vector-26206917
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Application of Action Recognition

Robotic Surveillances Wildlife Monitoring Action Evaluation

Image Source: 
Left: Boston Dynamics
Middle: https://www.conservationnw.org/our-work/wildlife/wildlife-monitoring/
Right: https://pythonawesome.com/multi-person-real-time-action-recognition-based-on-human-skeleton/

https://pythonawesome.com/multi-person-real-time-action-recognition-based-on-human-skeleton/


Skeleton Based Action Recognition

Drinking Water Standing Up



Skeleton Data Sources

Zhe Cao et al., 2017 Alexander Mathis et al., 2018
Human motion video with skeleton Animal motion video with skeleton

Advantageous for skeleton based action recognition:

Motion Tracking with Marker

• Reducing interference from the background

• Learning dynamics movement

J.L. Jimenez Bascones et al., 2019



Earlier Methods on Prepared Dataset

Tackle the problem with Active 
Learning

• Supervised Learning: 
-> Achieving high performance with a large labeled dataset.

• Semi-Supervised Learning:
-> Achieving reasonable performance with partially randomly 

labeled data.

No consideration of which samples should be labeled.



What is Active Learning (AL)
“Active learning is a special case of machine learning in which a 
learning algorithm can interactively query a user (or some other 
information source) to label new data points with the desired 
outputs”
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Methods

1. ‘Cold Start’ in AL
2. Semi-Supervised Training for Action 

Recognition
3. Selection with Partially Labeled Dataset
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‘Cold Start’ in Initial Selection
• None of the samples is labeled at initial selection.



‘Cold Start’ in Initial Selection
• None of the samples is labeled at initial selection.

• Quality of initial selection affects future selection.
• Bad initialization can lead to wrong class boundary.



‘Cold Start’ in Initial Selection
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Solve the ‘Cold Start’ Problem
• Embeddings from unsupervised regeneration shown to 

form meaningful embedding space

Decoder

GRU GRU

Encoder

GRU… GRU GRU GRU…

𝒙𝒊 #𝒙𝒊

Original Skeleton Sequence Regenerated Skeleton Sequence

t=1 t=2 t=T

Embedding

t=1 t=2 t=T

Kun Su, Xiulong Liu, Eli Shlizerman 2020., PREDICT & CLUSTER: Unsupervised 
Skeleton Based Action Recognition



Solve the ‘Cold Start’ Problem
• Clustering samples in the embedding space

Encoder-Decoder
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Embedding

Jingyuan Li, Eli Shlizerman 2020., Iterate & Cluster: Iterative Semi-Supervised Action 
Recognition 



Solve the ‘Cold Start’ Problem
• Clustering samples in the embedding space
• Selecting samples closest to cluster centers

Encoder-Decoder

Embedding 
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Embedding

Jingyuan Li, Eli Shlizerman 2020., Iterate & Cluster: Iterative Semi-Supervised Action 
Recognition 
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Semi-Supervised Learning with Partially 
Labeled Samples

Labeled? Classifier
Y

Training with loss: 𝐿%&+𝐿()*

Decoder

GRU GUR

Encoder

GRU… GRU GRU GRU…
Embedding

𝑳𝐫𝐞𝒙𝒊 #𝒙𝒊



Two Representations

2. Probability distribution1. Embedding from encoder



Methods

1. ‘Cold Start’ in AL
2. Semi-Supervised Training for Action 

Recognition
3. Selection with Partially Labeled Dataset

（Distance & Uncertainty）



Selecting According to Distance
• Step 1: Form clusters in embedding space. 

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to Distance
• Step 1: Form clusters in embedding space. 
• Step 2: Measure the distance of unlabeled samples to the labeled samples

within the same cluster with predicted class probability.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to Distance
• Step 1: Form clusters in embedding space. 
• Step 2: Measure the distance of unlabeled samples to the labeled samples

within the same cluster with predicted class probability.
• Step 3: For each cluster, select a subset of samples with the largest distance.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selecting According to Uncertainty
• Step 1: Form clusters in embedding space. 
• Step 2: Measure the distance of unlabeled samples to the labeled samples

within the same cluster with predicted class probability.
• Step 3: For each cluster, select a subset of samples with largest distance.
• Step 4: Among the subset of samples, choose samples with the largest entropy.

Jingyuan Li, Eli Shlizerman 2020, Sparse Semi-Supervised Action Recognition with Active Learning



Selection According to Distance & Uncertainty
• Step 1: Form clusters in embedding space. 
• Step 2: Measure distance of unlabeled samples to the labeled samples within the 

same cluster with predicted class probability.
• Step 3: For each cluster, select a subset of samples with largest distance.
• Step 4: Among the subset of samples, choose samples with the largest entropy.
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Jingyuan Li, Eli Shlizerman 2020., Iterate & Cluster: Iterative Semi-Supervised Action 
Recognition 

Classifier

Labeled Oracle



Experiments



Datasets

NW-UCLA
10 Classes

UWA3D
30 Classes NTU RGBD

60 Classes



Compare with Semi-supervised and other 
AL Methods



Learning to Form Clearer Clusters

2D latent embedding (with t-SNE) for UWA-3D dataset across three training 
iterations. 



Label Efficiency

Label requirement to achieve 
80% accuracy on UWA-3D
dataset.



Application: GUI DeepLabCluster



Application
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Thanks!


