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Some background

● OpInt activity aims to improve resource utilization and minimise human effort 
on operations.

● A discussion forum and a development effort.
● Collaborative approach: cross-experiment activity.

○ Common operations for common tools can save resources.
● Data transfers (Rucio/FTS) seemed like a very good place to start.
● Multiple approaches where tried.
● Activities didn’t only limit to data transfer operations.



Initial approach - logs aggregation



Something smarter: Log clustering

Language Model: Word2Vec
We train a language model to represent message tokens in a convenient way. The 
message embedding is then retrieved by combining the representations of the 
tokens they are made of.
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Language Model

[“tranfer”, “globus_ftp_client”, 
“server”, “responded”, “error”, “500”, 
“command”, “failed”, “error”, 
“registering”, “globus”, “write”, “error”, 
“too”, “many”, “links”]

Tokens

TRANSFER  globus_ftp_client: the 
server responded with an error 500 
Command failed. : Error registering 
globus write error: Too many links

Raw message
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Clustering: K-Means

After we have the representation, then we use 
it for clustering.

Random initialisation of centroids

Choice of K optimised based on 
WSSE¹ and ASW² → K=12

Single Linkage with cosine distance

message 
abstraction
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Clustering results in Grafana 

https://monit-grafana.cern.ch/d/Zx_bXneWz/fts-log-clustering?from=now-7d&orgId=11&to=now 

https://monit-grafana.cern.ch/d/Zx_bXneWz/fts-log-clustering?from=now-7d&orgId=11&to=now


Anomaly detection on transfers

An interesting find was that error distribution not only varied over time, 

but also over the interconnections between nodes.

Given the observed changes in error distribution across time, 

connection graph and content (as represented by the error 

categories), we investigated graph anomaly detection algorithms as a 

possible way to identify patterns in the logs.

MIDAS (MIcrocluster-based Detector of Anomalies in Streams) 

seemed a good fit:

- It finds anomalies in dynamic graphs (such as those generated by 

file transfers, but also

intrusions)

- It detects micro-clusters (sudden “burst” of connections between 

nodes, such as those

that may occur with multiple retrials, but also denials of service)

- Memory usage is constant and independent of graph size

- Update time in streaming scenarios is also constant

https://arxiv.org/pdf/1911.04464.pdf 

https://arxiv.org/pdf/1911.04464.pdf


Anomaly detection on transfers
With MIDAS we were able to find the most anomalous connections on a graph in a given time window and monitor the evolution of those connections over time.



Intelligent Alert system

● CMS developed an intelligent layer in their infrastructure to detect, analyze and predict abnormal 
system behaviors using the alerts produced by the infrastructure. 

● The alert manager fetches the existing alerts, 
filters them, and annotates Grafana dashboards 
based on the alert tag

● SSB and GGUS are also integrated into the Alert 
Manager

● The system provides  useful insights about when 
outages happen and how they affect the 
productivity reported by various systems in CMS 
dashboards

● Using open source tools  makes this effort 
experiment-agnostic

More info: http://cern.ch/go/cxg8 

http://cern.ch/go/cxg8


● ATLAS “ Jobs Buster” tries to spot operational problems in submitted jobs

● Machine Learning  is used to cluster the errors and then find the common denominator between failed jobs in the cluster (could be 

software version, site name, transfer src/dst etc)

More info: http://cern.ch/go/8qwC 

Jobs buster

http://cern.ch/go/8qwC


● A lot of work/brainstorming was done.
● People from different experiments were brought together and open source 

technologies and community standards were used.
● We now know that we can definitely improve operations and we have to make 

sure that we can scale them as our resources grow.
● We have the infrastructure to analyse and present the information. This is a 

very solid ground to build on top.

What we learned - Pros



What we learned - Cons

● Building trust in ML solutions and implement them in production is not easy.
● The lack of annotated datasets strongly limits the capability to validate our 

solutions. 
● We didn’t manage to involve the experiment operations teams in the efforts.
● We should probably take a step back and start simpler.



What we learned - Outlook points

● Are operation teams interested in spending some time/effort to build common 
operation models/strategy/tools?

● Are experiments interested in shared operations? For example at shared 
sites, or for shared frameworks like Rucio/FTS?

○ If not shared operations, shared tools on which we can evolve concrete automation?
● If yes, then OpInt could be the starting point for co-develop solutions which 

could be concretely useful to the experiments.
● We could adapt the format of the forum as needed, e.g. from a general one to 

one that focus on some common aspects (monitoring, k8s, agile, dev ops 
etc…)



What next?

● We know that problems will appear as the infrastructure grows and we want 
to make sure that the efficiency of operations will scale accordingly.

● We are questioning whether we should continue, and if yes, how?
● We can probably find manpower but we need some commitment from the 

experiments, at least providing some ideas and guidance.
● We had a chat with FTS in some possible developments, more details in the 

next talk.
● We hope you will help us reevaluate our strategy and decide what we should 

do next.


