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Some background

e Oplnt activity aims to improve resource utilization and minimise human effort
on operations.
A discussion forum and a development effort.

e Collaborative approach: cross-experiment activity.
o Common operations for common tools can save resources.

e Data transfers (Rucio/FTS) seemed like a very good place to start.
Multiple approaches where tried.

e Activities didn’t only limit to data transfer operations.



Initial approach - logs aggregation

Rucio Opint x

& (¢} @ rucio-opint-ui.web.cern.ch/

Home Transfer Issues

List of recent issues

timed out

19 | TRANSFER Operation timed out

GRIF > T2 Estonia

21 | TRANSFER Operation timed out

RRC-KI-T1 > | CERN-PROD

2 | TRANSFER Operation timed out

USCMS-FNAL-WC1 | > | Kharkov-KIPT-LCG2

500-globus_xio: System error in connect: Connection timed out 500-globus_xio: A system call failed: Connection timed out 500 End.

INDIACMS-TIFR = > = SPRACE

500-globus_xio: System error in connect: Connection timed out 500-globus_xio: A system call failed: Connection timed out 500 End.

UOI-HEPLAB >  SPRACE

1 | TRANSFER globus_ftp_client: the server responded with an error 500 500-Command failed. : globus_xio: Unable to connect to 2001:12D8:80::178:23282

1 | TRANSFER globus_ftp_client: the server responded with an error 500 500-Command failed. : globus_xio: Unable to connect to 2001:12D8:80::184:24793
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Something smarter: Log clustering

Language Model: Word2Vec

We train a language model to represent message tokens in a convenient way. The
message embedding is then retrieved by combining the representations of the
tokens they are made of.

+ Language Model
Raw message Tokens
msgl
TRANSFER globus_ftp_client: the - Ftranfer”, “globus. ftp. client”
server responded with an error 500 “server”, “responded”, “error”, “500” Wit oo oo %
Command failed. : Error registering “command”. “failed”. “error”. ’ , Token
globus write error: Too many links “registering”, “globus”, “write”, “error”,
“too”, “many”, “links”] o
."Qprb msg2



Clustering: K-Means

Random initialisation of centroids

After we have the representation, then we use Choice of K optimised based on
it for clustering. WSSE" and ASW* — K=12

Single Linkage with cosine distance
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14 120122 | message 10 165 |
13 |17255 | abstraction |2 |62 |
12 16214 | I 14 199 |
12 14546 | 19 |52 |
19 13500 | 111 149 |
18 11752 | 17 131 |
111 11003 | 11 124 |
16 1623 | 110 116 |
116 1323 | |6 112 |
|7 1163 | 15 |8 I
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Progressive Cluster n_mess |unique_ |unique_
ID ID ages strings |patterns top_5_msg top_5_src top_5_dst
src':
'UKI-NORTHGRID- dst":
msg': 'transfer globus_ftp_client the server responded with an error  LANCS-HEP', 'n:  'UKI-NORTHGRID-LI
500 500 command failed 500 an unknown error occurred 500 end’, 19807, 'n_perc": V-HEP', 'n": 79537,
'n': 79454, 'n_perc'": 0.885 0.2206 'n_perc": 0.8859
src':
msg": 'transfer globus_ftp_client the server responded with an error 'UKI-LT2-QMUL', dst: 'AGLT2', 'n":
451 general problem problem while connected to \SADDRESS 'n': 19024, 'n_perc': 1828, 'n_perc"
input/output error', 'n": 1689, 'n_perc': 0.0188 0.2119 0.0204
src':
1 89777 5144 101 'UKI-NORTHGRID-
msg': 'transfer globus_ftp_client the server responded with an error MAN-HEP', 'n": dst": 'RAL-LCG2', 'n":

451 general problem failed to connect \\$IPv6 connection timed out',
'n': 1661, 'n_perc': 0.0185

msg': 'transfer globus_ftp_client the server responded with an error
451 internal timeout', 'n": 963, 'n_perc': 0.0107

msg": 'transfer globus_ftp_client the server responded with an error
500 command failed ipc failed while attempting to perform request’,
'n": 822, 'n_perc': 0.0092

18768, 'n_perc"
0.2091

src':

'UKI-LT2-RHUL', 'n":

16030, 'n_perc"
0.1786

src': 'BNL-ATLAS',
'n": 2759, 'n_perc":
0.0307

1264, 'n_perc"
0.0141

dst': 'NDGF-T1', 'n":
1050, 'n_perc":
0.0117

dst': 'BNL-ATLAS', 'n":
997, 'n_perc': 0.0111
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Clustering results in Grafana
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https://monit-grafana.cern.ch/d/Zx_bXneWz/fts-log-clustering?from=now-7d&orgId=11&to=now

Anomaly detection on transfers
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MIDAS (Milcrocluster-based Detector of Anomalies in Streams)
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seemed a good fit:
- It finds anomalies in dynamic graphs (such as those generated by Figure 3: Count of errors over connection pairs
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https://arxiv.org/pdf/1911.04464.pdf Figure 4: Variation over time for a given connection pair



https://arxiv.org/pdf/1911.04464.pdf

Anomaly detection on transfers

With MIDAS we were able to find the most anomalous connections on a graph in a given time window and monitor the evolution of those connections over time.

Anomalies over Time

Errors over Time
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Intelligent Alert system

e CMS developed an intelligent layer in their infrastructure to detect, analyze and predict abnormal
system behaviors using the alerts produced by the infrastructure.

External Systems
(SSB, GGUS)
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The alert manager fetches the existing alerts,
filters them, and annotates Grafana dashboards
based on the alert tag

SSB and GGUS are also integrated into the Alert
Manager

The system provides useful insights about when
outages happen and how they affect the
productivity reported by various systems in CMS
dashboards

Using open source tools makes this effort
experiment-agnostic

More info: http://cern.ch/go/cxa8



http://cern.ch/go/cxg8

Jobs buster

e ATLAS “]Jobs Buster” tries to spot operational problems in submitted jobs

e Machine Learning is used to cluster the errors and then find the common denominator between failed jobs in the cluster (could be

software version, site name, transfer src/dst etc)

tes~ Harvester~ My BigPanDA

Jobs Buster Time window: 2021-05-13T02:02:11 - 2021-05-13T14:02:11 UTC aipanda208 [Refresh

Order by lost walltime Order by failures counts

—
o em ™ = = . =
— - I B B B B |
Es e —_——_—— - =
— T
o = o & o
oS \’»‘ﬁ m\'x\ n’\’s‘ @\6\1
o o o o o
BN BNt N2 N3 BN NS NS N7 BNG N9 W N0 Nt MN12 B N3 B N4 ¢ N_15 B N16 B N17 B N8 5 N_19
N_2: lost 3.01 years / 157 jobs failed LM&VMJMM
JEDITASKID: 25491855
'REQID: 37108
show errors ;mmnnm

N_7: lost 1.08 years / 390 jobs failed N_11: lost 0.35 years / 4172 jobs failed
4 ERN-HPC - DESTINATIONSE: nucleus:IFIC-LCG2 COMPUTINGELEMENT.
I N 5 ce01.tier2.hep.manchester.ac.uk:2811
show errors show errors
show errors

More info: http://cern.ch/go/8qwC


http://cern.ch/go/8qwC

What we learned - Pros

e Alot of work/brainstorming was done.

e People from different experiments were brought together and open source
technologies and community standards were used.

e We now know that we can definitely improve operations and we have to make
sure that we can scale them as our resources grow.

e \We have the infrastructure to analyse and present the information. This is a
very solid ground to build on top.



What we learned - Cons

e Building trust in ML solutions and implement them in production is not easy.

e The lack of annotated datasets strongly limits the capability to validate our
solutions.

e We didn’t manage to involve the experiment operations teams in the efforts.

e We should probably take a step back and start simpler.



What we learned - Outlook points

e Are operation teams interested in spending some time/effort to build common
operation models/strategy/tools?
e Are experiments interested in shared operations? For example at shared

sites, or for shared frameworks like Rucio/FTS?
o If not shared operations, shared tools on which we can evolve concrete automation?

e If yes, then Oplint could be the starting point for co-develop solutions which
could be concretely useful to the experiments.

e \We could adapt the format of the forum as needed, e.g. from a general one to
one that focus on some common aspects (monitoring, k8s, agile, dev ops
etc...)



What next?

e \We know that problems will appear as the infrastructure grows and we want
to make sure that the efficiency of operations will scale accordingly.
We are questioning whether we should continue, and if yes, how?

e \We can probably find manpower but we need some commitment from the
experiments, at least providing some ideas and guidance.

e We had a chat with FTS in some possible developments, more details in the
next talk.

e \We hope you will help us reevaluate our strategy and decide what we should
do next.



