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Ricardo Rocha, CERN


https://indico.cern.ch/event/1096043/

Co-Located Events

28 additional events

Day 0 and -1 of the conference (Monday and Tuesday)
Cloud Native SecurityCon (2 days)
Kubernetes Al Day
Cloud Native WASM Day
Kubernetes Data Workshop Hosted by Portworx
GitOpsCon Europe
KnativeCon Europe

Kubernetes Batch + HPC Day



KUBERNETES
BATCH + HPC DAY
EUROPE




Tuesday, May 17

13:00 CEST
13:15 CEST

13:25 CEST

13:55 CEST

14:25 CEST

14:55 CEST Get More Computing Power by Helping the OS Scheduler - Antti Kervinen, Intel & Alexander
Kanevskiy, Intel




15:25 CEST

15:35 CEST

15:50 CEST

16:20 CEST

16:45 CEST

17:00 CEST

How to Handle Fair Scheduling in a Private Academic K8s infrastructure - Lukas Hejtmanek,
Masaryk University & Dalibor Klusacek, CESNET

Fast Data on-Ramp Wﬂh Apache Pulsar on K8 - Timothy Spann, SUeamNaﬁveJ




Co-Located Event: Batch+HPC Day

Available on Youtube:

https://www.youtube.com/c/cloudnativefdn/videos

Also available on the meeting play platform from the conference

Good discussion during the event

Also clarifications between Kubernetes WG Batch and the CNCF BSI

More on this later...


https://www.youtube.com/c/cloudnativefdn/videos

Main Conference
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TRACK ATTENDANCE PERECENTAGE

Maintainer Track 6,427 13.40%
101 Track 5,655 11.79%
App + Dev 4,805 10.02%
Security + Identity + Policy 4,703 9.81%
Customizing + Extending 4,229 8.82%
Observability 3,944 8.22%
Networking 3,103 6.47%
Cl/CD 2,724 5.68%
Operations 2,724 5.68%
Service Mesh 2,206 4.60%
Community 1,595 3.33%
Business Value 1,393 2.90%
Student 1293 2.70%
Machine Learning + Data 1,041 217%
Performance 832 1.73%
Serverless 396 0.83%
Storage 363 0.76%
Research + Academia 300 0.63%
Runtimes 222 0.46%

TOTAL 47,955




Main Conference

130+ CFP Sessions

70+ Maintainer Track Sessions

Filter By Type
101 Track
Application + Development
Birds of a Feather
@ Breaks
) Business Value
ClICD
@ Co-Located Events
@ Community

Customizing + Extending
Kubernetes

Diversity + Equity + Inclusion

Experiences
@ Keynote Sessions
¢ Machine Learning + Data

Maintainer Track

Networking
Observability
Operations
Performance
Project Meeting
Project Office Hours

@ Registration

@ Research + Academia
Runtimes

& Security + Identity + Policy

® serverless
Service Mesh

@ Solutions Showcase
Storage

@ Student

Wellness Activities

https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/program/schedule/



https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/program/schedule/

Keynotes: Pillars of Cloud Native Growth

github.com/kubernetes/community/issues/6263
* k8s Form a Batch Working Group

github.com/cncf/tag-runtime/issues/38

* Tag-Runtime Batch System Initiative (BSI) Working
Group

focusing on supply chain security. I encourage all of you to hear some of'the :

’nr@ﬂr :)aik@. 1I'ii move on to something noperuiiy I RMow more
) _8:55/15:28
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https://www.youtube.com/watch?v=YWZsXdAXFO8



https://www.youtube.com/watch?v=YWZsXdAXFO8

Keynotes: Building Bridges: Cloud Native and HPC

KubeCon CloudNativeCon

The Last Mile
Kubernetes Batch WG

hitps://github.com/kubernetes/community/tree/master/wg-batch

CNCF Batch System Initiative

https://github.com/cncf/tag-runtime/issues/38

CNCF Research User Group y,

https://community.cncf.io/research-end-user-group/

solved. Things like the scheduling problems we had had been solved by AP

>r)ric’)lri'r}/), rai 5S. ANd The DIts that we missed that we discussed
18:4 59 n
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https://www.youtube.com/watch?v=M95AQi1wA s



https://www.youtube.com/watch?v=M95AQi1wA_s

Keynotes: Kubernetes Project Updates

KubeCon CloudNativeCon
Europe 2022

f T
SIG Scheduling '\3 : D

Initiatives

Performance improvements, including scheduling latency and throughput

Launched the Batch WG, enhancing support for Batch workloads (HPC, AI/ML, ...)
Sub-project scheduler plugins, hosting 10 plugins for co-scheduling, elastic quota, ...

Adopter Impact
N/A

Most Impact across
Scheduler throughput now at 300 pod/sec, results from SIG-Scalability
What else?

Check out the repos and meeting times!

Performance improvements, including pod schedule latency.

ANd iaunci Qr’ a New Working group focusing on ennancing 'r)ar"r,h \&faork*imaﬁ;

PPl [a]

https://www.youtube.com/watch?v=Ar4CgGHhpls



https://www.youtube.com/watch?v=Ar4CgGHhpls

Sessions: Kubernetes WG Batch

Very nice attendance, developers and end users

Aldo went through the ongoing work and plans

https://kccnceu2022.sched.com/event/ytgX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba



https://kccnceu2022.sched.com/event/ytqX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba

Sessions: Kubernetes WG Batch
8 B

KubeCon | CloudNativeCon

Motivation

+ k8s was originally built for serving applications and there is increasing
support for stateful applications.
+ Batch workloads can be run on k8s, but there are feature gaps:
* Advanced completion and failure modes in Job API
» Support for specialized devices and pinning
 All-or-nothing pod scheduling
+ Job/workload queueing
+ The status-quo was to support those features through CRDs
* There is fragmentation in the ecosystem:
* Forked pod schedulers
* Forked Job APIs
* New CRIs

https://kccnceu2022.sched.com/event/ytgX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba



https://kccnceu2022.sched.com/event/ytqX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba

Sessions: Kubernetes WG Batch

£2 N
MOtivation Kr?:n ClnudgeCon
WG Batch charter
* k8s was originally built for servi o .
support for stateful applications « Mission: Discuss and enhance the support for Batch
« Batch workloads can be run on workloads in core Kubernetes. The goal is to unify the way

users deploy batch workloads to improve portability and to

> IeCeioseNnGH PO AaHc simplify supportability for Kubernetes providers.

» Support for specialized devi
* All-or-nothing pod schedulin
+ Job/workload queueing . Stakeholders

« The status-quo was to support o SIGApps
« There is fragmentation in the e« o SIG Autoscaling
« Forked pod schedulers b o
p o SIG Scheduling
* Forked Job APIs git.k8s.io/community/wg-batch
 New CRIs

https://kccnceu2022.sched.com/event/ytgX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba



https://kccnceu2022.sched.com/event/ytqX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba

Sessions: Kubernetes WG Batch
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KubeCon | CloudNativeCon

WG Batch workstreams

« Advance the Job API to support a wider range of workloads
(static partitioning, MPI, ML, Al).

« Job management, queueing, provisioning, scheduling and
autoscaling.

« Runtime and scheduling support for specialized hardware
(accelerators, NUMA, RDMA, etc.)

KubeCon | CloudNativeCon
Europe 2022

Jatch
fy the way
ility and to

nmunity/wg-batch

https://kccnceu2022.sched.com/event/ytgX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba



https://kccnceu2022.sched.com/event/ytqX/introduction-to-the-kubernetes-wg-batch-aldo-culquicondor-abdullah-gharaibeh-google-alex-wang-alibaba

Session: Kubernetes as Substrate of ATLAS Compute

Kubernetes for Batch processing in the ATLAS experiment

Scaling public cloud deployments up to 100k cores
Key points

Managed, scalable solutions out of the box

Better elasticity for exotic resources, improve analysis offering
Next Steps

Zero-to-grid-site with GitOps and Helm next

Similar deployments in HPC environments

https://www.voutube.com/watch?v=6dA43w08wL|



https://www.youtube.com/watch?v=6dA43w08wLI

Session: Kubernetes as Substrate of ATLAS Compute

Kubernetes for Batch proces o 8
Scallng pUb“C CIOUd del Elastic cloud scale out
Key pOintS \Goi RunnmngPUsonreglonalGKEclus{grmeu.yqeﬁ(il:m‘S"Er‘::'\jmxv 888:; 3‘(1:9;1655
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Better elasticity for exot
Next Steps
Zero-to-grid-site with Gi

Similar deployments in
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https://www.voutube.com/watch?v=6dA43w08wL|



https://www.youtube.com/watch?v=6dA43w08wLI

Integration of heterogeneous architectures

COMMUNICATIONS o  Cloud queues backed by resources not commonly available on prem
o et e Straightforward to integrate different architectures, e.g. ARM, GPU

e Multi-arch Docker images doing the heavy lifting
; CalcCalTopeClusters_Eta (Entries0.1) CaleCalTopoClusters_Phi (Erries.1)
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First ATLAS simulation task on ARM processors. Currently under physics
validation. Generated on Amazon EKS cluster backed by Graviton 2 nodes.
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Image crédits: NVIDIA GTC May 2020 Keynote 15




Adding interactive analvsis facilities

Task submission A

PanDA -
Harvester Log in
K8S Job AP; Jupyter Hub Dask Gateway
::DA ;?DA ;?DA :g;i' ::;i' Dask cluster
;:‘DA ;:DDA ;:DDA Dask cluster
CVMFS

o
PanDA
Batch processing

ﬁ‘w

CPU ARM GPU

Jupyterhub

Interactive sessions

J7) DASK

Parallel computing

16




Other Sessions

Improving GPU Utilization using Kubernetes - Maulin Patel & Pradeep Venkatachalam, Google

How to Migrate 700 Kubernetes Clusters to Cluster API with Zero Downtime - Tobias Giese & Sean
Schneeweiss, Mercedes-Benz Tech Innovation

Logs Told Us It Was DNS, It Felt Like DNS, It Had To Be DNS, It Wasn’t DNS - Laurent Bernaille & Elijah
Andrews, Datadog

Seeing is Believing: Debugging with Ephemeral Containers - Aaron Alpar, Kasten

It's All for the Users. More Durable, Secure, and Pluggable. KubeVirt v0.53 - Alice Frosi, Red Hat

Autoscaling Kubernetes Deployments: A (Mostly) Practical Guide - Natalie Serrino, New Relic (Pixie team)

Reproducing Production Issues in your Cl Pipeline Using eBPF - Matthew LeRay, Speedscale & Omid
Azizi, New Relic



https://sched.co/ytlt
https://sched.co/yttp
https://sched.co/yttp
https://sched.co/ytrw
https://sched.co/ytrw
https://sched.co/ytlG
https://sched.co/ytu1
https://sched.co/ytmH
https://sched.co/ytpE
https://sched.co/ytpE

KubeCon

North America 2022

N

CloudNativeCon

OCTOBER 24 - 28
DETROIT, MICHIGAN

https://events.linuxfoundation.org/kubecon-cloudnativecon-north-america/


https://events.linuxfoundation.org/kubecon-cloudnativecon-north-america/

