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Al algorithms and techniques for 
muon reconstruction in the future 
ATLAS trigger
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ATLAS Muon Spectrometer Barrel Phase II upgrade

2025-27 High-Lumi LHC 

Instantaneous luminosity

 cm  sℒ = 5 ⋅ 1034 −2 −1

ATLAS detectors will undergo 
an upgrade too
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ATLAS Muon Spectrometer Barrel Phase II upgrade

2025-27 High-Lumi LHC 

Instantaneous luminosity

 cm  sℒ = 5 ⋅ 1034 −2 −1

ATLAS detectors will undergo 
an upgrade too

Phase II Muon Spectrometer Barrel

• new RPC triplet

• new Barrel readout and Sector 
Logic on FPGAs
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From the data to the ML dataset

Dataset of 200k images with: 

• random noise-only hits


• single muon tracks 
( GeV) + noise hits

∼

pT ∈ [2.5, 20]

Target label:

pT, η, (q)
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Extreme experimental requirements
• Fit within the Virtex UltraScale+ 13 FPGA resources;


• Maximum latency (= time interval of algorithmic response) allowed of 400 ns;


• Fake efficiency (= trigger efficiency on noisy events) < 2‰

∼

Train a CNN model (VGG-like)

+ help from compression techniques

Quantization

Knowledge Distillation
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Quantization 

Weight value Activation function

The model weights and activations (except the output layer) are not trained in the usual 32 or 64 bit precision 
floating point arithmetic, but by fixing a lower number of bit nbits = 3, 4

The QKeras library does the job
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Knowledge Distillation (KD)
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Models and performance
Efficiency curve


