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Machine learning has transformed collider physics

Jet substructure approach (2008-2017):
• Think about physics
• Deconstruct jet
• Look for W within top jet
• Look at helcity angle
• Hopkins Top Tagger (2008)

best jet subsubstructure algorihm (2014)

• ML requires less “thinking”
• Less physical insight
• Better performance

traditional 
collider physics
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e.g. top tagging

Machine learning methods are much better



What about the rest of high energy physics?
What field ML make obsolete next?

• So far, most ML in physics is highly numerical
• Collider physics applications involve millions of events
• Data is real numbers
• Approximate answers are ok

• Most hep-ph and hep-th papers are symbolic
• Analytic understanding of some simplified system
• Approximate but exact solutions to some equation
• Loop calculations

• Analytical computation of loops
• Numerical implementation for precision physics

Symbolic ML methods will be 
essential for the future of High Energy Physics



[arXiv:1912.01412]

Inspiration 1 (Facebook AI 2019)



Inspiration 2 (Google DeepMind 2019)

[arXiv:1904.01557]

• If this is the state of the art...
... bar is pretty low  

• Let’s try it!



Can we compute Feynman integrals with ML?

Is this crazy?
• I don’t think so. Already possible at 1-loop

Would it revolutionize physics?
• I don’t think so. But it would accellerate progress.
• Kind of like having a better calculator

ML

Baby step: recognize when two forms are equivalent
(necessary condition for next steps)



Application to HET: Simplifying amplitudes

e.g. Compton scattering at NLO [Lee, Schwartz, Zhang Phys.Rev.Lett. 126 (2021)]

Want to compute some 
Feynman diagrams Reduce to iterated integrals

Do integrals

• result is complicated
• simplifying result took ~ 1 month

Why is simplification important?
• Removes unphysical singularities
• A lot of physics in analytic structure
• Simple form indicates deeper structure
• Simplification at intermediate steps make full calculation tractable
• In a sense, all of science is simplification

[arXiv:2102.06718]



How do we simplify polylogarithms?

Logarithm is easy: only one identity

Dilogarithms have lots of identities

(5-term identity)

Li3, Li4, etc. have identities too (complete set not known) 

• Understood most transparently with the symbol (more later)



Problem statement:
Given some polylogarithmic expression:

1. What is its simplest form?
2. Does it simplify to zero? 
3. What identities do we apply in what order to simplify it?

Two approaches
1. Reinforcement learning
2. Transformer networks



Reinforcement learning
• Applying identities can be viewed as moves in a game

Killer Ap: AlphaZero 
(Deepmind, 2017)

Tries action to take based on state
• Success reinforces good choices
• Learns best move given state



Reinforcement learning

Reward

• Simple reward works better than more sophisticated ones
(depending on expression length for example)

• Analog of "taking the king” in chess
• RL learns more sophisticted value function during training

Dataset: Linear combinations of dilogarithms that reduce to 0

0=

Generate 13,500 training expressions + 1,500 testing expressions

(# dilogs goes down)

scrambled “0”



Results

Greedy: best guess only Beam 3: keep 3 best paths in memory

Does as well as classical algorithm with many fewer steps
• Has learned something! 



Transformer networks (Google brain 2017)

An alternative approach to simplifying polylogarithms is to translate them

• 13 cites in hep-ph
• 15 cites in hep-th



This means that if you tell anyone else 
something I told you in private, I can sue 
you and make you pay me lots of money. It 
also means that if I tell you something in 
private, I can sue you if you tell anyone 
else. It also means that if I tell you 
something in private and then I change my 
mind and want to tell everyone else about it, 
I can sue you if you tell anyone else first.

GPT-3

Translate for
2nd grader

GPT-3: Open AI’s Langauge model

• Autogregressive transformer based langauge model
• Predicts next words given prompts

• 3rd generation model (2020)
• 175 billion parameters



https://beta.openai.com/playgroundPublic “playground”:



Attention allows it to appreciate context

Key Facts
• Sequence to sequence model
• Encoder and Decoder structure
• Used in translation tasks
• Uses attention blocks

Transformer networks



How can we use transfomers?

Treat polylogarithmic expressions as sentences

English French

Data generation

• Can no longer only consider functions that simplify to zero

Scramble with dilog identities

e.g.

Scramble



Transformer vs RL
• For RL, 0 is unique correct answer

• RL tries to find path to 0
• Knows when it succeeds

• For transformer, many equivalent simple expressions
• Path not determined, just result
• Not guaranteed to be correct

transformer

• Can be many equally simple translations

Beam 5



Results

Predicts a correct simplified answer 91% of the time!



Symbols

An alternative approach to simplifying polylogarithms is with the symbol

Symbol is a map that extracts the dlog forms 

Polylogarithms are iterated integrals

etc.

Goncharov et al. [arXiv:1006.5703]



Symbols

Symbol satisfies the product rule (and other identities)

• Reduces simplifying Lin(x y) to simplifying log(xy)

e.g.

No free lunch: integating the symbol back to polylogarithms not trivial

or 
transformer



Example symbol integration
Training data looks like this



Results

Can simplify complicated expressions with Li2, Li3, Li4,...
• Limited by compute (network size, training time)

80% correct with 21 terms of weight 4



Final example

1. Scattering amplitude gives some function of GPLs with complex arguments

2. Express in terms of classical polylogs

3. Compute the symbol and simplify

4. Integate the symbol with a transformer network

✓



Symbolic ML methods will be 
essential for the future of High Energy Physics

Why am I so sure of this?
The future is here!

Richard Feynman doing a jig in Prague Robots taking over the Charles bridge
(images from dall-E)



PaLM and Minerva

• PaLM (Pathways Langauge Model) is a langauge model by google [April 2022]

• Minerva
• Built on PaLM
• Trained on 60 GB of arXiv papers and mathy webpages 

• (e.g. libretexts, chegg, stacoverflow)
• 1 month additional training on 1024 TPU chips

540 billion parameters
trained for 60 days on 6144 TPU (Tensor Processing Unit) chips
$23 million to train

arXiv:2206.14858
[June 2022]

80 billion neurons



Minerva (June 2022)
https://minerva-demo.github.io

Answer by Minerva (output is in LaTeX)



Question:

Answer by Minerva (output is in LaTeX)

Minerva (June 2022)



Minerva (June 2022)

This is current state of the art...
... bar is now really high!



What’s next?

:  PaLM/Minerva (2022)

80 billion neurons
150 trillion synapses

540 billion parameters

• 3rd generation model (2020)
• 175 billion parameters

100 trillion parameters
What will it do?

...expected soon

Human brain

4

2023 ... 2040... 2100? ...3000...?

0.760 billion neurons
10 trillion synapses

Cat brain



Summary
We considered the problem of simplifying polylogs with ML

• Reinforcement learning
• Applies identities like moves in a game
• Learns which identity to apply 

• Transformer network
• Guesses the answer like in langauge translation 
• Can be used to integrate the symbol
• Powerful method works for high-weight polylogs

• Methods around 90% accurate
• Perform non-trivial task better than any public algorithm



Outlook

Symbolic problems

Most ML in 
high-energy

Hep-ph

Hep-th

Numerical problems
future

• Machine learning has revolutionaized data-driven particle physics
• Most work in high energy theory is symbolic
• Machine learning can help with that too!

ML

ML


