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Why precision?

Convention: “theory uncertainty” (i.e. from missing higher 
orders) is estimated by change of  cross section when 

varying μ in range 1/2 → 2 around central value 14
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Scale dependence as the “THEORY UNCERTAINTY”

Here, only the renorm. scale 
μ has been varied. In real life 
you need to change renorm. 
and factorisation scales.

Higgs cross section (EFT)

prediction

measurement
[ATLAS-CONF-2020-027]
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[Anastasiou et al. '15], 
[Mistlberger '18]
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Why precision?

Higgs couplings
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Why precision?

New Physics in small deviations, e.g. Higgs pT: 

How does the Higgs couple to gluons?

or ?& &
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Why precision?

New Physics in small deviations, e.g. Higgs pT: 

How does the Higgs couple to gluons?

(a) (b)

Figure 3: Higgs transverse-momentum spectrum in the SM (black, solid) compared to separate
variations of the dimension-six operators for (a) 0GeV pT  400GeV and (b) 400GeV pT 
800GeV. The lower frame shows the ratio with respect to the SM prediction. The shaded band in
the ratio indicates the uncertainty due to scale variations. See text for more details.
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(a) (b)

Figure 4: Higgs transverse-momentum spectrum in the SM (black, solid) compared to simultaneous
variations of ct and cg for (a) 0GeV pT  400GeV and (b) 400GeV pT  800GeV. The lower
frame shows the ratio with respect to the SM prediction. The shaded band in the ratio indicates
the uncertainty due to scale variations. See text for more details.

10

LO uncertainty hides EFT effects
➙ reduction below 10% using NNLO

[Grazzini, Ilnicka, Spira, MW '16]or ?& &
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LO uncertainty hides EFT effects
➙ reduction below 10% using NNLO

[Grazzini, Ilnicka, Spira, MW '16]or ?& &

only ggF predictions, while assuming all the other Higgs production processes to be SM-like.

Figure 12 shows the constraints obtained for a benchmark with cg(µ0) = 0 and ctg(µ0) = 0.10

fitted with the same ggF (0.50) and tt̄H (0.15) SMEFT contributions used to generate the

benchmark spectrum. This point in the parameter space is chosen at cg=0 and at the upper

bound on ctg obtained by the fit to top-quark data of Ref. [68] where the tt̄H e↵ects are largest.

The ggF plus tt̄H fit correctly recovers the input benchmark values. Instead, if this spectrum

is fitted assuming the tt̄H contribution to be SM-like, the fit yields cg(µ0) = �0.04± 0.07 and

ctg(µ0) = 0.17±0.33 for 140 fb�1 and cg(µ0) = �0.04±0.01 and ctg = 0.19±0.04 for 3000 fb�1 of

integrated luminosity. Similarly, a benchmark cg(µ0) = 0.02 and ctg(µ0) = 0.08 gives fit values

of cg(µ0) = �0.02± 0.01 and ctg(µ0) = 0.14± 0.03 for 3000 fb�1 of integrated luminosity. This

indicates that the assumption of a SM-like tt̄H contribution in the SMEFT fit gives results

that are still statistically compatible with the benchmark true parameters at the current level

of accuracy, but these would become significantly biased with the uncertainties anticipated for

the HL-LHC. We conclude that a global fit including the ggF and tt̄H SMEFT contributions

weighted by the corresponding fractions of signal events selected by the experimental analysis

will be required for HL-LHC analyses.

5.4 Fit of the ggF Spectrum to Experimental Results

The ATLAS and CMS collaborations have already published constraints on the SMEFT pa-

rameters obtained by fits to their pH
T

results [119, 120]. However, the early ATLAS analysis
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Figure 13: Result of a simultaneous fit to the spectrum shape and Higgs signal rate of AT-
LAS (left) and CMS (right) using the SMEFT expansion with linear and quadratic terms at
µ0 = 125GeV. The points with error bars show the data and the continuous line the best fit
corresponding to cg(MH) = �0.08 and ctg(MH) = �0.13.

24

Figure 14: Constraints on the cg and ctg coe�cients at 68% (dark grey), 90% (mid grey)
and 95% (light grey) C.L. obtained from the simultaneous fit to ATLAS and CMS data for
µ0 = 125GeV (left panel) and µ0 = 1TeV (right panel). The SM value is indicated by the
blue star and the best fit value by the white marker. The shaded horizontal strip indicates
the 95%C.L. interval for ctg from the top quark fit of Ref. [68] translated to our definition of
ctg(µ0).

for ggF production at high pH
T

of Ref. [120] only used the H ! �� results for pH
T

� 450GeV

in their fits, while the CMS SMEFT result of Ref. [119] was based on the preliminary boosted

H ! bb̄ analysis performed with only 35 fb�1 of integrated luminosity. Here we provide a first

assessment of the values of the Wilson coe�cients compatible with the current LHC results from

both experiments, while consistently accounting for their RG evolution. Since no combination

is available of the pH
T

spectra measured by ATLAS and CMS, we obtain constraints from the

data of the two experiments by performing a simultaneous SMEFT fit to the two independent

sets of signal strenghts in the pH
T

bins reported by the two experiments. The uncertainties on

these measurements are largely dominated by the statistical contributions, correlations between

the two results are expected to be small at the current level of accuracy and are neglected here.

The ATLAS preliminary analysis is inclusive, i.e. the signal strengths are not separated by

Higgs production modes. The CMS analysis reports results for ggF signal strengths assuming

the other production modes to be SM-like. Therefore, we consider only the ggF SMEFT

contribution in our study, and the ATLAS signal strength values and related uncertainties are

rescaled by the inverse of the relative ggF contribution reported by ATLAS in each pH
T

bin.

The fit is performed by keeping the cg and ctg parameters free. Given the limited accuracy

of the current experimental results only the fits using both the spectrum shape and the signal

event rate as well as including both linear and quadratic SMEFT terms o↵er some sensitivity

to the Wilson coe�cients, see Section 5.2. Therefore our fit does not include the normalisation

parameter, i.e. assuming ct(MH) = 1.0, and it uses linear and quadratic terms in the SMEFT

25

[Battaglia, Grazzini, Spira, MW '21]
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Higgs production
ggF ∼ 87 % VBF ∼ 7 %

VH ∼ 4 % bbH, ttH ∼ 1 %
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Disclaimer: will present a very incomplete and personal selection of results
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Gluon Fusion (ggF)

Widely assumed EFT approximation "heavy-top limit" (HTL), 
by integrating out the top quark, for higher-order corrections.

( ➙ need to compute effectively one loop less )
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inclusive XS known for a while:

- soft expansion [Anastasiou et al. '15]

- full [Mistlberger '18]

differential:

- H+jet at NNLO                     
[Chen, Gehrmann, Glover, Jaquier '14]

- Higgs rapidity at N3LO           
[Dulat, Mistlberger, Pelloni '18]

Projection-to-Born
[Cacciari, Dreyer, Karlberg, Salam, Zanderighi '15]

N3LO for 

(fully differential)

gg → H → γγ

Figure 3 shows distributions of the genuine photon final
states of the Higgs boson production cross section. On the
left, we show the rapidity distribution of the photon with
the leading transverse momentum. Similar to the fiducial
rapidity distribution of the Higgs boson, we observe here
that genuine N3LO predictions are larger than expected
from the inclusive K factor, as indicated by the dashed line.
Nevertheless, scale variation bands of NNLO and N3LO
predictions overlap and we see that the inclusion of N3LO
corrections leads to a reduction of the scale dependence.
The right-hand side of Fig. 3 shows the diphoton cross

section as a function of the rapidity difference of the two
photons. This observable displays a perturbative behavior
that is very much in unison with the inclusive K factor,
except for its penultimate bin that exhibits a perturbative
instability. The origin of this instability can be traced back
to a linear dependence of the fiducial acceptance on the
Higgs transverse momentum (pH

T ) [42] that induces a
sensitivity to very low momentum scales. As such, the
location of the instability is confined to the region close to
the kinematic boundaries of the associated process where
pH
T is very small, also known as so-called “Sudakov

FIG. 2. Comparison between inclusive (left) and fiducial (right) predictions for the rapidity distribution of the Higgs boson up to
N3LO. Predictions are shown at LO (gray), NLO (green), NNLO (blue), N3LO (red), and for the NNLO prediction rescaled by the
inclusive KN3LO factor (orange).

FIG. 3. Differential predictions for the rapidity of the leading photon (left) and the absolute value of the difference of the rapidities of
the two photons (right). Predictions are shown at LO (gray), NLO (green), NNLO (blue), N3LO (red), and for the NNLO prediction
rescaled by the inclusive KN3LO factor (orange).
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computed by means of a threshold expansion. We supple-
ment this result by exploiting the fact that the Higgs boson
decays isotropically in its rest frame to generate the
inclusive N3LO calculation differential in the Higgs boson
decay products.
(2) The fully differential NNLO calculation for the H þ

jet process. This has been computed in Ref. [29] using the
antenna subtraction method [22,39] and is available within
the parton-level Monte Carlo generator NNLOJET.
We have implemented the P2B method for color-neutral

final states within the NNLOJET framework together with an
interface to the RapidiX library to access the inclusive part
of the calculation.
For our phenomenological results, we restrict ourselves

to the decay of the Higgs boson into a pair of photons and
closely follow the corresponding 13 TeV ATLAS meas-
urement [40] with the following fiducial cuts,

pγ1
T > 0.35mγγ; pγ2

T > 0.25mγγ;

jηγj < 2.37 excluding 1.37 < jηγj < 1.52; ð7Þ

where γ1 and γ2, respectively, denote the leading and
subleading photon with mγγ ≡MH ¼ 125 GeV the invari-
ant mass of the photon-pair system. For each photon, an
additional isolation requirement is imposed where the
scalar sum of partons with pT > 1 GeV within a cone
of ΔR ¼ 0.2 around the photon has to be less than 5% of
the pT of the photon. Note that this setup induces a highly
nontrivial interplay between the final-state photons and
QCD emissions, requiring a fully differential description of
the process. Throughout this Letter, we work in the narrow
width approximation to combine the production and decay
of the Higgs boson. To derive numerical predictions we use
PDF4LHC15_nnlo_100 [41] parton distribution functions
and choose the value of the top quark mass in the modified
minimal subtraction scheme to be mtðmtÞ ¼ 162.7 GeV.
Figure 1 compares predictions for the fiducial rapidity

distribution of the Higgs boson yH based on two different
methods. This comparison serves as the validation of the
P2B implementation up to NNLO against an independent
calculation based on the antenna subtraction method. The
lower panels in Fig. 1 show the ratio of the two calcu-
lations, where the filled band and the error bars correspond
to the uncertainty estimates of the Monte Carlo integration
of the antenna and P2B prediction, respectively. The ratios
shown in the bottom two panels reveal agreement within
numerical uncertainties between the two calculations at
the per mille and subpercent level for the coefficients at
NLO and NNLO, respectively.
Figure 2 compares the inclusive rapidity distribution of

the Higgs boson to the fiducial rapidity distribution of the
diphoton pair. It was already noted in Refs. [20,21] that the
N3LO correction to the inclusive rapidity distribution is
remarkably uniform and is well approximated by rescaling

the inclusive NNLO rapidity distribution with the inclusive
K factor,

KN3LO ≡ σN
3LO

incl =σNNLOincl : ð8Þ

Throughout this Letter, we estimate the uncertainty of the
truncation of the perturbative series by independently
varying the factorization and renormalization scale around
their central value μcentF ¼ μcentR ¼ MH=2 by factors of ð12 ; 2Þ
with the restriction 1

2 ≤ μF=μR ≤ 2. The resulting uncer-
tainty estimates for the inclusive predictions are uniform
throughout the entire range of the distribution and nearly
identical to the uncertainty estimates of KN3LO. The right-
hand side of Fig. 2 shows the fiducial rapidity distribution
of the two-photon pair subject to all final-state selection
cuts. The corresponding distribution obtained by rescaling
the NNLO distribution with the inclusive factor KN3LO is
given by the orange dashed line. We observe that this naive
treatment of fiducial N3LO corrections cannot capture all
features of the full result, which are induced by the
nontrivial fiducial cuts. In particular, we observe that in
the central region of the rapidity distribution N3LO
corrections are larger than expected from the inclusive K
factor. Furthermore, the obtained estimate of uncertainties
due to missing higher-order corrections is slightly larger
than in the inclusive case. This can however be attributed to
the fact that the inclusive predictions exhibit a very
asymmetric scale variation, potentially underestimating
uncertainties. Nevertheless, we observe that N3LO correc-
tions lead to a stabilization of the perturbative expansion
and are compatible with NNLO predictions. Finally, the
newly obtained corrections lead to a significant reduction in
perturbative corrections.

FIG. 1. Validation of the P2B method against an independent
implementation using the antenna-subtraction method up to
NNLO.

PHYSICAL REVIEW LETTERS 127, 072002 (2021)

072002-3

no cuts (inclusive) fiducial cuts (ATLAS)

Higgs rapidity
[Chen, Gehrmann, Glover, Huss, Mistlberger, Pelloni ’21]

ggF @ N3LO differential
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HIGGS PT @ N3LL’+NNLO1

14

J. Michel & E. Re et al. 

3

group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL′ (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop β function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )

H(m2
H , µFO)

]

FO

, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing

FO

dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV

FIG. 1. The gg → H qT spectrum up to N3LL′+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

dσ

dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-

[Billis, Dehnadi, Ebert, Michel, Tackmann ’21]
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Figure 8. ATLAS data [98] against matched predictions at N3LL+NNLO (red) and N3LL′+NNLO (blue)
for the fiducial pγγt spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear
up to pγγt = 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL′ (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop β function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )

H(m2
H , µFO)

]

FO

, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing

FO

dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV
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FIG. 1. The gg → H qT spectrum up to N3LL′+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

dσ

dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-

[Billis, Dehnadi, Ebert, Michel, Tackmann ’21]

Figure 8. ATLAS data [98] against matched predictions at N3LL+NNLO (red) and N3LL′+NNLO (blue)
for the fiducial pγγt spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear
up to pγγt = 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL′ (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop β function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )

H(m2
H , µFO)

]

FO

, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing

FO

dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV

FIG. 1. The gg → H qT spectrum up to N3LL′+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

dσ

dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-
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Figure 8. ATLAS data [98] against matched predictions at N3LL+NNLO (red) and N3LL′+NNLO (blue)
for the fiducial pγγt spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear
up to pγγt = 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL′ (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop β function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )

H(m2
H , µFO)

]

FO

, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing

FO

dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV
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FIG. 1. The gg → H qT spectrum up to N3LL′+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

dσ

dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-

[Billis, Dehnadi, Ebert, Michel, Tackmann ’21]

Figure 8. ATLAS data [98] against matched predictions at N3LL+NNLO (red) and N3LL′+NNLO (blue)
for the fiducial pγγt spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear
up to pγγt = 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL′ (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop β function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )

H(m2
H , µFO)

]

FO

, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing

FO

dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV

FIG. 1. The gg → H qT spectrum up to N3LL′+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

dσ

dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-
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distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(−m2

H − i0)/µ2)], which are resummed by using an
imaginary boundary scale µH = −imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W (0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2
H , µFO)

[
W (qT , Y )
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]
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, (11)

and analogously for dσnons/dqT . The ratio in square
brackets is expanded to fixed order in αs(µFO), while
H(m2

H , µFO) in front is evolved from µH to µFO at the
same order as in Eq. (10). This yields substantial im-
provements up to qT ∼ 200GeV, which is not unex-
pected, as W (2) will contain H in parts of its factor-
ization. (Beyond qT >∼ 200GeV, a dynamic hard scale
∼ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coefficients of dσnons/dqT for qT > 0
are obtained as

dσnons
FO

dqT
=

dσFO1

dqT
− dσsing
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dqT
. (12)

At NnLO (≡ NnLO0), or O(αn
s ) relative to the LO Born

cross section, we need the full spectrum at Nn−1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;Θ), allowing us
to reach 10−4 relative precision down to qT = 0.1GeV
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pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by
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dqT
=

dσsing

dqT
+

dσnons

dqT
. (13)

While for qT $ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ∼ mH . To obtain a valid pre-
diction there, the qT resummation is switched off, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = νS,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT $ mH and smoothly turn it off toward qT ∼ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (∆FO), qT resummation (∆qT ),
timelike resummation (∆ϕ), and matching uncertainties
(∆match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-
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for the fiducial pγγt spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear
up to pγγt = 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL′

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-pγγt region dominated by resummation. Residual uncertainty is as low as 5 - 7%
below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.

Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial pγγt spec-
trum at N3LL +NNLO (red) and N3LL′+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales κR = κF = κQ = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL′+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(α3

s) with respect to the Born
level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL′ prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL′ predictions with experimental data. In particular, in all consid-
ered cases are the NNLL′ uncertainty bands capable of encompassing the N3LL central prediction,
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remarkably small theory uncertainties, they will enable:
- at low pT, the extraction of light-quark Yukawa couplings (bottom, charm)[Bishara, Haisch, Monni, Re '16]

- at high pT, the extraction of the Higgs coupling to gluons, see e.g. [Battaglia, Grazzini, Spira, MW '21]
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4.2 Higgs boson production

Process NNLO (Matrix) MiNNLOPS ratio

pp ! H 39.64(1)
+10.7%
�10.4% pb 38.03(2)

+10.2%
�9.0% pb 0.960

Table 2: Total cross sections of Higgs-boson production. The number in brackets denotes the
numerical uncertainty on the last digit.

Table 2 gives the inclusive Higgs cross section at fNNLO computed with Matrix and the
one obtained with the MiNNLOPS generator. As in the case of DY production, we observe a
good agreement between the two predictions that are well compatible within the quoted scale
uncertainties, and they are closer than in the original setup of Ref. [4]. The moderate numerical
di↵erence between the two results is due to the di↵erent scale settings in the two calculations.

The rapidity distribution of the Higgs boson is shown in the left plot of Fig. 6. The MiNNLOPS

and NNLO predictions are in mutually good agreement within the perturbative uncertainties. The
right plot of Fig. 6 shows the Higgs transverse-momentum distribution. This observable displays the
e↵ect of the MiNNLOPS scale setting in Eq. (14) compared to the one in the Matrix computation
in Eq. (22). The two scales di↵er significantly at low and moderate transverse momenta, while they
become identical at large transverse momentum pT,H & mH , where the MiNNLOPS and Matrix
predictions are in full agreement. We recall that the scales of the di↵erential NLO cross section for
FJ production in Eq. (8) can also be set to the transverse momentum as in Eq. (19). This choice,
used in the original publication [4], is more appropriate in regimes where the Higgs boson (or the
accompanying QCD jets) are produced with large transverse momentum.

14

The reference fNNLO results of Matrix have been obtained by setting the central scales to the
invariant mass of the produced color singlet, i.e.

µR = µF = Q, Q = M`+`� ,M`�⌫̄`
,M`+⌫`

,mH , (22)

while the MiNNLOPS simulations are obtained using the default setup discussed in Section 3.
Scale uncertainties are obtained by varying the renormalisation and factorisation scales by a factor
of two about their central value while keeping 1/2  µR/µF  2. All MiNNLOPS results are
showered with Pythia8 [13], switching o↵ hadronization and underlying event.4 In all of the
results that follow, the NNLO prediction of Matrix is represented by a red, dashed curve with a
red band, while the MiNNLOPS prediction is shown in blue, solid.

4.1 Neutral-current and charged-current Drell Yan production

Process NNLO (Matrix) MiNNLOPS Ratio

pp ! H 39.64(1)
+10.7%
�10.4% pb 39.1(5)

+10.2%
�9.0% pb 0.987

pp ! `
+
`
�

1919(1)
+0.8%
�1.1% pb 1917(1)

+1.4%
�1.1% pb 0.999

pp ! `
�
⌫̄` 8626(4)

+1.0%
�1.2% pb 8643(4)

+1.7%
�1.5% pb 1.002

pp ! `
+
⌫` 11677(5)

+0.9%
�1.3% pb 11693(5)

+1.5%
�1.6% pb 1.001

Table 1: Total cross sections of the Drell Yan production processes. The number in brackets
denotes the numerical uncertainty on the last digit.

We start by discussing the total production rates of the DY processes, reported in Table 1. We
observe an excellent agreement between the NNLO QCD prediction and the MiNNLOPS result,
which are consistent at the few-permille level. We stress again that the two calculations use
di↵erent scale settings and are therefore expected to di↵er by e↵ects beyond NNLO. As one can see
from Table 1, these di↵erences are small and the central prediction of each calculation lies within
the perturbative uncertainty of the other. Moreover, we observe that the MiNNLOPS calculation
features a slightly larger scale uncertainty. This is due to the more conservative uncertainty
prescription adopted in the MiNNLOPS case, which involves varying the renormalisation scale
µR also in the Sudakov form factor ˜S(pT), defined in Eq. (24). This choice better reflects the
perturbative uncertainty associated with the MiNNLOPS matching procedure.

We continue by considering the rapidity distribution of the leptonic system in Z/�⇤ and W
�

production, shown in Fig. 3. The considerations made above for the inclusive cross section hold
in this case as well, and we observe a very good agreement between the MiNNLOPS and the
fNNLO predictions across the entire spectrum, with moderately larger perturbative uncertainties
in the MiNNLOPS case. In comparison to the Z rapidity distribution presented in Ref. [4], we
observe that the shape of the new MiNNLOPS result is much closer to the fNNLO prediction in

4
In the codes released with this paper, the POWHEG matching is performed with the option doublefsr 1 [24].

This provides a symmetric treatment of the q ! qg and g ! qq̄ final-state splittings in the definition of the starting

scale of the shower. This ensures a proper treatment of observables sensitive to radiation o↵ such configurations.

We have checked explicitly that the observables considered within this paper are una↵ected by that option.
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Figure 7: Exact top and bottom mass dependence of the transverse momentum
distribution at NLO+NLL. In the dashed curve, bottom quark e↵ects are set to
zero. The normalization of these curves is to the respective LO total cross section
times the NLO+NLL result in the heavy top limit.

The resummed cross section is finite in the limit pT ! 0 and smoothly matches the
fixed order curve at large transverse momenta (pT & mh). The uncertainty band is ob-
tained through scale variation of µF, µR and Q, following the procedure described in
Section 4.2. In order to compare to other calculations, it may be useful to consider the
ratio of the pT distribution which includes the full quark mass dependence to the result in
the heavy-top limit (reweighted by the full LO inclusive cross section for gg ! H). The
corresponding curve for the SM is shown in Fig. 7 and can be compared to analoguous
plots of Refs. [47, 49, 50, 97]. Disregarding the specific normalization in these papers, the
behaviour of the curve which includes both top- and bottom-quark e↵ects is quite di↵er-
ent in the various approaches, in particular towards small values of pT . For example, in
Ref. [50], where a common resummation scale for the top- and the bottom-quark e↵ects
of Q0,t = Q0,b = Q0,int = m�/2 was chosen, the curve drops only by about 6% between
pT = 100GeV and pT = 0. With a separate resummation scale for the bottom-e↵ects
of Q0,b = Q0,int 2 [mb, 4mb] as suggested in Ref. [47], this e↵ect becomes much more
pronounced and amounts to about (27± 9)%. In the POWHEG approach of Ref. [49], on
the other hand, the drop in the curve is roughly 20%, while the MC@NLO [98] result of
Ref. [97] with a drop of 5% is quite similar to the analytic resummation.

Separate resummation scales for the top, the bottom, and the interference term as given in
Tab. 1, on the other hand, lead to a drop of 11%, which is of a size as expected considering
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Mass effects for Higgs+jets @ NLO(+PS)

Figure 6: Invariant mass distribution of the di-jet system in H+ 2 jets production. Colour coding
and labelling as in Fig. 2.

Figure 7: Rapidity difference between the two hardest jets in H+2 jets production. Colour coding
and labelling as in Fig. 2.

4 Conclusions

In this paper we have presented precise differential predictions for H+jet and H+2 jets production
at the LHC at NLO including top-quark mass effects. For the former process our prediction incor-
porates the exact top-quark mass dependence. Instead, in our study of H + 2 jets production, the
two-loop virtual matrix elements are computed in the HTL approximation (infinite top-quark mass)
and reweighed by the full LO result, while the exact top-quark mass dependence is retained in the
Born and real radiation contributions. Our results are produced using the NNLOJET event gener-
ator with one-loop amplitudes provided by OpenLoops2.2 (to be released soon) which implements
a novel tensor reduction method based on the on-the-fly reduction algorithm of OpenLoops. The
two-loop virtual matrix elements including top-quark mass effects contributing to H+jet production
are evaluated using SecDec-3.

We find that the inclusion of the exact top-quark mass dependence in the two-loop virtual
matrix elements enhances the cross section for H+jet production at NLO by about 0.6% with respect
to the FTapprox prediction, and by about 4.3% with respect to the HTL prediction. However, the
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where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable differential K-factors (ratio
of NLO to LO predictions) in the effective theory [71].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the differences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two different approximations. In addition to predictions
in the effective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the effective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [72] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: σLO = 8.22+3.17
−2.15 σNLO = 13.53+2.19

−2.04

FTapprox: σLO = 8.57+3.31
−2.24 σNLO = 14.06+2.17

−2.25

Full: σLO = 8.57+3.31
−2.24 σNLO = 14.19(7)+2.29

−2.23

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper
and lower values obtained by varying the scales. While
at LO the top-quark mass effects lead to an increase of
4.3%, at NLO this is enhanced to 4.9% when compared
to the HEFT approximation. Comparing the full theory
result with the FTapprox result we obtain an increase of
1%. It is important to keep in mind that when taking
into account massive bottom-quark loop contributions,
the interference effects are sizable and cancel to a large
extent the increase in the total cross section observed
here between the HEFT and the full theory results (see
e.g. the results in Ref. [13]). At LO the bottom-quark
mass effects are of the order of 2% or smaller above the
top quark threshold.
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the differential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
differential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

Considering more differential observables, it is well
known that very significant effects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution dσ/dp2t,H [73, 74],
which drops as (p2t,H)

−1 in the effective theory, and goes
instead as (p2t,H)

−2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each differential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the different scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the effective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the effective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO

(soon to be released) version OpenLoops2.2 which in turn implements a new reduction method
called Otter [86], which ensures excellent numerical stability in particular of the loop-induced real
radiation amplitudes deep into the unresolved regime. We will investigate and discuss this numerical
stability issue explicitly.

The structure of the paper is as follows. In Section 2 we describe the computational setup
and employed tools. Numerical results for H+jet and H+2 jets production will be presented in
Section 3. We will conclude in Section 4.

2 Analysis framework and tools

In this paper, we present predictions for the production of a boosted Higgs boson in the gluon-
fusion channel. We consider Higgs bosons produced in association with one (pp → H + j) or
two (pp → H + jj) jets with NLO QCD corrections and include the effects of a finite top-quark
mass either fully or via a suitable approximation. For pp → H + j we compute the transverse
momentum distribution of the Higgs boson including a finite top-quark mass, which has appeared
previously in the literature [25–28], as well as the Higgs boson plus jet invariant mass distribution.
For pp → H + jj, the virtual corrections involve two-loop amplitudes for 2 → 3 scattering. The
mathematical complexity of the virtual corrections makes their computation currently intractable
using either numerical or analytical methods. We therefore adopt an approximation scheme to the
full theory (FTapprox) [73, 87] for the NLO QCD corrections to Higgs boson plus two jet production.
Specifically, we include the exact top-quark mass dependence (SM) in the real corrections and
infrared singular subtraction terms while using the virtual corrections in the heavy top-quark limit
(HTL) re-weighted by the full Born level contribution on an event-by-event basis. In fact, although
the full matrix elements relevant to the virtual contributions of H+ 2 jets production are currently
not available, nevertheless, their explicit infrared divergence at NLO can be predicted by the Catani
dipole structure [88]:

Pole{|M2
4(mt, µ

2
R; {p})|2} =

∑
I (1)(ε, µ2

R; {p})|M1
4(mt; {p})|2, (2.1)

where mt is the top-quark mass, µ2
R is the renormalisation scale, {p} is the momentum set regarding

all external particles, |Mm
n |2 is the matrix element with n legs and m loops and I (1)(ε, µ2

R; {p}) is
the dipole operator containing all explicit IR divergences in d space-time dimensions. The explicit
expressions for dipole operators at squared matrix element level can be found in [74]. We estimate
the finite contribution of |M2

4(mt, µ2
R; {p})|2 by re-weighting the corresponding matrix element in

the HTL approximation (mt → ∞) using:

|M2
4(mt, µ

2
R; {p})|2 → |M1

4(∞, µ2
R; {p})|2

|M1
4(mt; {p})|2

|M0
4(∞; {p})|2 . (2.2)

Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp → H + j are computed exactly using SecDec-3.
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Figure 1. Inclusive Higgs transverse momentum. The main frame displays the central results for
our standard four predictions, as well as the hard-scale uncertainty band relevant to FxFxM. The
upper inset presents ratios of the central results over the FxFxM one. The middle insets highlights
heavy-quark mass e↵ects in both merged and inclusive predictions. The lower insets shows fractional
hard- and merging-scale uncertainties for FxFxM. See the text for further details.

e↵ects start to be visible for pT (H) & 250 GeV, where they suppress the full-SM results

w.r.t. their EFT counterparts. As can be seen from the middle inset, by comparing the

histograms with the symbols, heavy-quark mass e↵ects almost exactly factorise w.r.t. the

merging procedure: they a↵ect equally the merged and the inclusive predictions, which is

quite consistent with what has been already observed for inclusive rates in sect. 3.1. We

note that this applies both to the large- and to the small-pT (H) region. In the latter, for

pT (H) . 50 GeV, the bottom-loop contributions do have a non-negligible impact on the

shape of the distribution, in keeping with what previously found [25, 26, 30]. Finally, the

theoretical systematics that a↵ect the FxFxM result also have a similar pattern as those

relevant to inclusive rates: namely, on the whole transverse-momentum range considered,

hard-scale uncertainties largely dominate over merging-scale ones. The latter are in fact
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Mass effects for Higgs+jets @ NLO(+PS)
[Frederix, Frixione, Vryonidou, MW '16]

Figure 6: Invariant mass distribution of the di-jet system in H+ 2 jets production. Colour coding
and labelling as in Fig. 2.

Figure 7: Rapidity difference between the two hardest jets in H+2 jets production. Colour coding
and labelling as in Fig. 2.

4 Conclusions

In this paper we have presented precise differential predictions for H+jet and H+2 jets production
at the LHC at NLO including top-quark mass effects. For the former process our prediction incor-
porates the exact top-quark mass dependence. Instead, in our study of H + 2 jets production, the
two-loop virtual matrix elements are computed in the HTL approximation (infinite top-quark mass)
and reweighed by the full LO result, while the exact top-quark mass dependence is retained in the
Born and real radiation contributions. Our results are produced using the NNLOJET event gener-
ator with one-loop amplitudes provided by OpenLoops2.2 (to be released soon) which implements
a novel tensor reduction method based on the on-the-fly reduction algorithm of OpenLoops. The
two-loop virtual matrix elements including top-quark mass effects contributing to H+jet production
are evaluated using SecDec-3.

We find that the inclusion of the exact top-quark mass dependence in the two-loop virtual
matrix elements enhances the cross section for H+jet production at NLO by about 0.6% with respect
to the FTapprox prediction, and by about 4.3% with respect to the HTL prediction. However, the
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where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable differential K-factors (ratio
of NLO to LO predictions) in the effective theory [71].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the differences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two different approximations. In addition to predictions
in the effective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the effective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [72] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: σLO = 8.22+3.17
−2.15 σNLO = 13.53+2.19

−2.04

FTapprox: σLO = 8.57+3.31
−2.24 σNLO = 14.06+2.17

−2.25

Full: σLO = 8.57+3.31
−2.24 σNLO = 14.19(7)+2.29

−2.23

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper
and lower values obtained by varying the scales. While
at LO the top-quark mass effects lead to an increase of
4.3%, at NLO this is enhanced to 4.9% when compared
to the HEFT approximation. Comparing the full theory
result with the FTapprox result we obtain an increase of
1%. It is important to keep in mind that when taking
into account massive bottom-quark loop contributions,
the interference effects are sizable and cancel to a large
extent the increase in the total cross section observed
here between the HEFT and the full theory results (see
e.g. the results in Ref. [13]). At LO the bottom-quark
mass effects are of the order of 2% or smaller above the
top quark threshold.
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the differential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
differential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

Considering more differential observables, it is well
known that very significant effects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution dσ/dp2t,H [73, 74],
which drops as (p2t,H)

−1 in the effective theory, and goes
instead as (p2t,H)

−2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each differential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the different scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the effective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the effective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO

(soon to be released) version OpenLoops2.2 which in turn implements a new reduction method
called Otter [86], which ensures excellent numerical stability in particular of the loop-induced real
radiation amplitudes deep into the unresolved regime. We will investigate and discuss this numerical
stability issue explicitly.

The structure of the paper is as follows. In Section 2 we describe the computational setup
and employed tools. Numerical results for H+jet and H+2 jets production will be presented in
Section 3. We will conclude in Section 4.

2 Analysis framework and tools

In this paper, we present predictions for the production of a boosted Higgs boson in the gluon-
fusion channel. We consider Higgs bosons produced in association with one (pp → H + j) or
two (pp → H + jj) jets with NLO QCD corrections and include the effects of a finite top-quark
mass either fully or via a suitable approximation. For pp → H + j we compute the transverse
momentum distribution of the Higgs boson including a finite top-quark mass, which has appeared
previously in the literature [25–28], as well as the Higgs boson plus jet invariant mass distribution.
For pp → H + jj, the virtual corrections involve two-loop amplitudes for 2 → 3 scattering. The
mathematical complexity of the virtual corrections makes their computation currently intractable
using either numerical or analytical methods. We therefore adopt an approximation scheme to the
full theory (FTapprox) [73, 87] for the NLO QCD corrections to Higgs boson plus two jet production.
Specifically, we include the exact top-quark mass dependence (SM) in the real corrections and
infrared singular subtraction terms while using the virtual corrections in the heavy top-quark limit
(HTL) re-weighted by the full Born level contribution on an event-by-event basis. In fact, although
the full matrix elements relevant to the virtual contributions of H+ 2 jets production are currently
not available, nevertheless, their explicit infrared divergence at NLO can be predicted by the Catani
dipole structure [88]:
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Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp → H + j are computed exactly using SecDec-3.
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FTapprox and full top-quark mass results. This holds at large mHj as well as at small mHj , which
for mHj < 600 GeV is kinematically inaccessible at LO due to the pT,H > 300GeV requirement.

From the detailed comparison of pT,H, pT,j and mHj distributions of H+jet production, we
observe excellent agreement of differential NLO/LO K-factors (for the central scale and scale vari-
ations) among theory predictions using HTL, FTapprox and the exact top-quark mass dependence.
This observation validates the multiplicative reweighting procedure introduced in [47] at histogram
level and further strengthens the reweighed predictions for H+jet production at NNLO accuracy [15].

Figure 3: Invariant mass distribution of the Higgs and the jet for inclusive H+jet production (left)
and with pT,H > 300GeV (right). Colour coding and labelling as in Fig. 2.

3.4 Fiducial differential cross sections for H+ 2 jets production

In Figs. 4-7 we turn to the numerical results for H+2 jets production. We compare NLO corrections
in the HTL with the FTapprox approximation, focussing on multi-jet observables and jet correlations
with and without boosted Higgs kinematics (i.e. inclusive and with an additional pT,H > 300GeV

requirement). As discussed in the introduction these are phenomenologically highly relevant for the
modelling of H+ 2 jets backgrounds in analyses for VBF Higgs production.

In Fig. 4 we consider the transverse momentum of the Higgs (left) and of the hardest jet (right).
These plots can directly be compared with the corresponding ones for H+jet production in Fig. 2.
Again we observe very large deviations of the nominal predictions at large transverse momenta. At
the same time also the QCD corrections are sizeable: around 60�70% at small pT and around 30%

for pT,H/pT,j = 1 TeV. However the relative NLO corrections normalised to the respective LO show
a universal behaviour, i.e. they are identical in the HTL and the FTapprox.

A similar picture as for the transverse momentum distributions emerges when looking at the
distribution in the invariant mass of the Higgs and the hardest jet, as depicted in Fig. 5. Both,
for the inclusive selection (as shown on the left), and for the boosted Higgs selection with an
additional pT,H > 300GeV requirement, the QCD corrections in the FTapprox identically track the
corresponding corrections in the HTL, while the nominal predictions substantially diverge.

Next, in Fig. 6 we turn to the phenomenologically important dijet invariant mass distribution.
Again we consider an inclusive selection (left) and a boosted selection requiring pT,H > 300GeV.
In the inclusive phase-space the NLO corrections are about 50% in the FTapprox with hardly any
variations over the considered mj1j2 range. Corrections in the HTL are identical to the FTapprox at
small mj1j2 and slightly reduce to about 40% in the multi TeV range, i.e. up to 10% smaller than
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Figure 1. Inclusive Higgs transverse momentum. The main frame displays the central results for
our standard four predictions, as well as the hard-scale uncertainty band relevant to FxFxM. The
upper inset presents ratios of the central results over the FxFxM one. The middle insets highlights
heavy-quark mass e↵ects in both merged and inclusive predictions. The lower insets shows fractional
hard- and merging-scale uncertainties for FxFxM. See the text for further details.

e↵ects start to be visible for pT (H) & 250 GeV, where they suppress the full-SM results

w.r.t. their EFT counterparts. As can be seen from the middle inset, by comparing the

histograms with the symbols, heavy-quark mass e↵ects almost exactly factorise w.r.t. the

merging procedure: they a↵ect equally the merged and the inclusive predictions, which is

quite consistent with what has been already observed for inclusive rates in sect. 3.1. We

note that this applies both to the large- and to the small-pT (H) region. In the latter, for

pT (H) . 50 GeV, the bottom-loop contributions do have a non-negligible impact on the

shape of the distribution, in keeping with what previously found [25, 26, 30]. Finally, the

theoretical systematics that a↵ect the FxFxM result also have a similar pattern as those

relevant to inclusive rates: namely, on the whole transverse-momentum range considered,

hard-scale uncertainties largely dominate over merging-scale ones. The latter are in fact
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Mass effects for Higgs+jets @ NLO(+PS)

Figure 4: Transverse momentum distribution of the Higgs (left) and the hardest jet (right) in
H+ 2 jets production. Colour coding and labelling as in Fig. 2.

Figure 5: Invariant mass distribution of the Higgs and the hardest jet system in H + 2 jets pro-
duction. Colour coding and labelling as in Fig. 2.

in the FTapprox. With the boosted selection, corrections in both the FTapprox and the HTL are at
the level of 30� 40% and marginally reduce in the tail of the mj1j2 distribution.

Finally in Fig. 7 we plot the rapidity difference between the two jets in H + 2 jets production,
again with an inclusive selection on the left and a boosted selection on the right. In the inclusive
case there is hardly any variation in the NLO corrections over the considered rapidity range with
a K-factor at the 1.5 level. For the boosted selection, the K-factor decreases slightly from about
1.35 to 1.25 from small to high rapidity differences. For both selections and over the entire rapidity
range corrections in the FTapprox and the HTL agree at the percent level. We observed very similar
findings also in other angular correlation observables including e.g. the rapidity difference between
the Higgs and the hardest jet.

Overall in all considered observables we find a remarkable agreement of the relative corrections
computed in the HTL and the FTapprox– despite up to several order of magnitude variations in
nominal predictions. This clearly points towards a factorisation of QCD higher-order corrections
from the heavy fermion loop mediating the coupling of the Higgs boson.
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Figure 6: Invariant mass distribution of the di-jet system in H+ 2 jets production. Colour coding
and labelling as in Fig. 2.

Figure 7: Rapidity difference between the two hardest jets in H+2 jets production. Colour coding
and labelling as in Fig. 2.

4 Conclusions

In this paper we have presented precise differential predictions for H+jet and H+2 jets production
at the LHC at NLO including top-quark mass effects. For the former process our prediction incor-
porates the exact top-quark mass dependence. Instead, in our study of H + 2 jets production, the
two-loop virtual matrix elements are computed in the HTL approximation (infinite top-quark mass)
and reweighed by the full LO result, while the exact top-quark mass dependence is retained in the
Born and real radiation contributions. Our results are produced using the NNLOJET event gener-
ator with one-loop amplitudes provided by OpenLoops2.2 (to be released soon) which implements
a novel tensor reduction method based on the on-the-fly reduction algorithm of OpenLoops. The
two-loop virtual matrix elements including top-quark mass effects contributing to H+jet production
are evaluated using SecDec-3.

We find that the inclusion of the exact top-quark mass dependence in the two-loop virtual
matrix elements enhances the cross section for H+jet production at NLO by about 0.6% with respect
to the FTapprox prediction, and by about 4.3% with respect to the HTL prediction. However, the

– 12 –

mj1j2

HIGGS @ HIGH PT

17

H+2jet @ NLO 
    VBF background 

๏ FTapprox 
  exact Born & reals  

      (1-loop)2 
  approx 2-loop

๏   NLO corrections

see also H+jets  PS

↭

↪

↪

#(50%)

⊕

[Chen, AH, Jones, Kerner, Lang, Lindert, Zhang ’21]

pH
T ≳ mt

  HTL not valid 
  full mass effects

↪
↪

NLO H+jet:
‣
‣ exact

pH
T ≫ mt [Kudashkin, Melnikov, Wever ’17 + Lindert ’18, Neumann ’18]

[Jones, Kerner, Luisoni ’18]

 NNLOHTL  ⊕ ⇝ δ(scale) ∼ 10 % [Becker et alab LHCHXSWG note ’20]

remarkable agreement 
of -factors between 

HTL  &  FTapprox

K

3

tion scales µF and µR to HT /2, defined as

HT

2
=

1

2

(√
m2

H + p2t,H +
∑

i

|pt,i|
)
, (1)

where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable differential K-factors (ratio
of NLO to LO predictions) in the effective theory [71].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the differences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two different approximations. In addition to predictions
in the effective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the effective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [72] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: σLO = 8.22+3.17
−2.15 σNLO = 13.53+2.19

−2.04

FTapprox: σLO = 8.57+3.31
−2.24 σNLO = 14.06+2.17

−2.25

Full: σLO = 8.57+3.31
−2.24 σNLO = 14.19(7)+2.29

−2.23

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper
and lower values obtained by varying the scales. While
at LO the top-quark mass effects lead to an increase of
4.3%, at NLO this is enhanced to 4.9% when compared
to the HEFT approximation. Comparing the full theory
result with the FTapprox result we obtain an increase of
1%. It is important to keep in mind that when taking
into account massive bottom-quark loop contributions,
the interference effects are sizable and cancel to a large
extent the increase in the total cross section observed
here between the HEFT and the full theory results (see
e.g. the results in Ref. [13]). At LO the bottom-quark
mass effects are of the order of 2% or smaller above the
top quark threshold.
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the differential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
differential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

Considering more differential observables, it is well
known that very significant effects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution dσ/dp2t,H [73, 74],
which drops as (p2t,H)

−1 in the effective theory, and goes
instead as (p2t,H)

−2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each differential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the different scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the effective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the effective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO

(soon to be released) version OpenLoops2.2 which in turn implements a new reduction method
called Otter [86], which ensures excellent numerical stability in particular of the loop-induced real
radiation amplitudes deep into the unresolved regime. We will investigate and discuss this numerical
stability issue explicitly.

The structure of the paper is as follows. In Section 2 we describe the computational setup
and employed tools. Numerical results for H+jet and H+2 jets production will be presented in
Section 3. We will conclude in Section 4.

2 Analysis framework and tools

In this paper, we present predictions for the production of a boosted Higgs boson in the gluon-
fusion channel. We consider Higgs bosons produced in association with one (pp → H + j) or
two (pp → H + jj) jets with NLO QCD corrections and include the effects of a finite top-quark
mass either fully or via a suitable approximation. For pp → H + j we compute the transverse
momentum distribution of the Higgs boson including a finite top-quark mass, which has appeared
previously in the literature [25–28], as well as the Higgs boson plus jet invariant mass distribution.
For pp → H + jj, the virtual corrections involve two-loop amplitudes for 2 → 3 scattering. The
mathematical complexity of the virtual corrections makes their computation currently intractable
using either numerical or analytical methods. We therefore adopt an approximation scheme to the
full theory (FTapprox) [73, 87] for the NLO QCD corrections to Higgs boson plus two jet production.
Specifically, we include the exact top-quark mass dependence (SM) in the real corrections and
infrared singular subtraction terms while using the virtual corrections in the heavy top-quark limit
(HTL) re-weighted by the full Born level contribution on an event-by-event basis. In fact, although
the full matrix elements relevant to the virtual contributions of H+ 2 jets production are currently
not available, nevertheless, their explicit infrared divergence at NLO can be predicted by the Catani
dipole structure [88]:
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where mt is the top-quark mass, µ2
R is the renormalisation scale, {p} is the momentum set regarding

all external particles, |Mm
n |2 is the matrix element with n legs and m loops and I (1)(ε, µ2

R; {p}) is
the dipole operator containing all explicit IR divergences in d space-time dimensions. The explicit
expressions for dipole operators at squared matrix element level can be found in [74]. We estimate
the finite contribution of |M2
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R; {p})|2 by re-weighting the corresponding matrix element in

the HTL approximation (mt → ∞) using:
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Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp → H + j are computed exactly using SecDec-3.
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FTapprox and full top-quark mass results. This holds at large mHj as well as at small mHj , which
for mHj < 600 GeV is kinematically inaccessible at LO due to the pT,H > 300GeV requirement.

From the detailed comparison of pT,H, pT,j and mHj distributions of H+jet production, we
observe excellent agreement of differential NLO/LO K-factors (for the central scale and scale vari-
ations) among theory predictions using HTL, FTapprox and the exact top-quark mass dependence.
This observation validates the multiplicative reweighting procedure introduced in [47] at histogram
level and further strengthens the reweighed predictions for H+jet production at NNLO accuracy [15].

Figure 3: Invariant mass distribution of the Higgs and the jet for inclusive H+jet production (left)
and with pT,H > 300GeV (right). Colour coding and labelling as in Fig. 2.

3.4 Fiducial differential cross sections for H+ 2 jets production

In Figs. 4-7 we turn to the numerical results for H+2 jets production. We compare NLO corrections
in the HTL with the FTapprox approximation, focussing on multi-jet observables and jet correlations
with and without boosted Higgs kinematics (i.e. inclusive and with an additional pT,H > 300GeV

requirement). As discussed in the introduction these are phenomenologically highly relevant for the
modelling of H+ 2 jets backgrounds in analyses for VBF Higgs production.

In Fig. 4 we consider the transverse momentum of the Higgs (left) and of the hardest jet (right).
These plots can directly be compared with the corresponding ones for H+jet production in Fig. 2.
Again we observe very large deviations of the nominal predictions at large transverse momenta. At
the same time also the QCD corrections are sizeable: around 60�70% at small pT and around 30%

for pT,H/pT,j = 1 TeV. However the relative NLO corrections normalised to the respective LO show
a universal behaviour, i.e. they are identical in the HTL and the FTapprox.

A similar picture as for the transverse momentum distributions emerges when looking at the
distribution in the invariant mass of the Higgs and the hardest jet, as depicted in Fig. 5. Both,
for the inclusive selection (as shown on the left), and for the boosted Higgs selection with an
additional pT,H > 300GeV requirement, the QCD corrections in the FTapprox identically track the
corresponding corrections in the HTL, while the nominal predictions substantially diverge.

Next, in Fig. 6 we turn to the phenomenologically important dijet invariant mass distribution.
Again we consider an inclusive selection (left) and a boosted selection requiring pT,H > 300GeV.
In the inclusive phase-space the NLO corrections are about 50% in the FTapprox with hardly any
variations over the considered mj1j2 range. Corrections in the HTL are identical to the FTapprox at
small mj1j2 and slightly reduce to about 40% in the multi TeV range, i.e. up to 10% smaller than

– 10 –

10-2

10-1

100

101
Higgs transverse momentum

σ
 p

er
 b

in
 [p

b]

FxFxM
FxFxEFT
incM
incEFT

10-2

10-1

100

101

Ma
dG
ra
ph
5_
aM
C@
NL
O

 0.4

 0.6
 0.8

 1
 1.25
 1.5

 1.75

 0.4

 0.6
 0.8

 1
 1.25
 1.5

 1.75

 0.7

 0.8
 0.9

 1
 1.1
 1.2
 1.3

FxFxMT/FxFxEFT
FxFxM/FxFxEFT

incMT/incEFT
incM/incEFT 0.7

 0.8
 0.9

 1
 1.1
 1.2
 1.3

 0.7
 0.8
 0.9

 1
 1.1
 1.2
 1.3
 1.4 1.5

 0  50  100  150  200  250  300  350  400

pT(H) [GeV]

scale µQ = 50 GeV µQ = 20 GeV

 0.7
 0.8
 0.9

 1
 1.1
 1.2
 1.3
 1.4 1.5

 0  50  100  150  200  250  300  350  400

Figure 1. Inclusive Higgs transverse momentum. The main frame displays the central results for
our standard four predictions, as well as the hard-scale uncertainty band relevant to FxFxM. The
upper inset presents ratios of the central results over the FxFxM one. The middle insets highlights
heavy-quark mass e↵ects in both merged and inclusive predictions. The lower insets shows fractional
hard- and merging-scale uncertainties for FxFxM. See the text for further details.

e↵ects start to be visible for pT (H) & 250 GeV, where they suppress the full-SM results

w.r.t. their EFT counterparts. As can be seen from the middle inset, by comparing the

histograms with the symbols, heavy-quark mass e↵ects almost exactly factorise w.r.t. the

merging procedure: they a↵ect equally the merged and the inclusive predictions, which is

quite consistent with what has been already observed for inclusive rates in sect. 3.1. We

note that this applies both to the large- and to the small-pT (H) region. In the latter, for

pT (H) . 50 GeV, the bottom-loop contributions do have a non-negligible impact on the

shape of the distribution, in keeping with what previously found [25, 26, 30]. Finally, the

theoretical systematics that a↵ect the FxFxM result also have a similar pattern as those

relevant to inclusive rates: namely, on the whole transverse-momentum range considered,

hard-scale uncertainties largely dominate over merging-scale ones. The latter are in fact
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Mass effects for Higgs+jets @ NLO(+PS)

Figure 4: Transverse momentum distribution of the Higgs (left) and the hardest jet (right) in
H+ 2 jets production. Colour coding and labelling as in Fig. 2.

Figure 5: Invariant mass distribution of the Higgs and the hardest jet system in H + 2 jets pro-
duction. Colour coding and labelling as in Fig. 2.

in the FTapprox. With the boosted selection, corrections in both the FTapprox and the HTL are at
the level of 30� 40% and marginally reduce in the tail of the mj1j2 distribution.

Finally in Fig. 7 we plot the rapidity difference between the two jets in H + 2 jets production,
again with an inclusive selection on the left and a boosted selection on the right. In the inclusive
case there is hardly any variation in the NLO corrections over the considered rapidity range with
a K-factor at the 1.5 level. For the boosted selection, the K-factor decreases slightly from about
1.35 to 1.25 from small to high rapidity differences. For both selections and over the entire rapidity
range corrections in the FTapprox and the HTL agree at the percent level. We observed very similar
findings also in other angular correlation observables including e.g. the rapidity difference between
the Higgs and the hardest jet.

Overall in all considered observables we find a remarkable agreement of the relative corrections
computed in the HTL and the FTapprox– despite up to several order of magnitude variations in
nominal predictions. This clearly points towards a factorisation of QCD higher-order corrections
from the heavy fermion loop mediating the coupling of the Higgs boson.
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H+2jet

H+1jet

[Chen, Huss, Jones, Kerner, Lang, Lindert, Zhang '21]
[Frederix, Frixione, Vryonidou, MW '16]

justifies FTapprox for H+1,2jet
➙ ggF H+2jet is important 

background to VBF !!

➙ reliably modelled with mass 
effects in FxFx @ NLO+PS

H+jet @ NLO in full theory
[Jones, Kerner, Luisoni '18]

Figure 6: Invariant mass distribution of the di-jet system in H+ 2 jets production. Colour coding
and labelling as in Fig. 2.

Figure 7: Rapidity difference between the two hardest jets in H+2 jets production. Colour coding
and labelling as in Fig. 2.

4 Conclusions

In this paper we have presented precise differential predictions for H+jet and H+2 jets production
at the LHC at NLO including top-quark mass effects. For the former process our prediction incor-
porates the exact top-quark mass dependence. Instead, in our study of H + 2 jets production, the
two-loop virtual matrix elements are computed in the HTL approximation (infinite top-quark mass)
and reweighed by the full LO result, while the exact top-quark mass dependence is retained in the
Born and real radiation contributions. Our results are produced using the NNLOJET event gener-
ator with one-loop amplitudes provided by OpenLoops2.2 (to be released soon) which implements
a novel tensor reduction method based on the on-the-fly reduction algorithm of OpenLoops. The
two-loop virtual matrix elements including top-quark mass effects contributing to H+jet production
are evaluated using SecDec-3.

We find that the inclusion of the exact top-quark mass dependence in the two-loop virtual
matrix elements enhances the cross section for H+jet production at NLO by about 0.6% with respect
to the FTapprox prediction, and by about 4.3% with respect to the HTL prediction. However, the
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1
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(√
m2

H + p2t,H +
∑

i

|pt,i|
)
, (1)

where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable differential K-factors (ratio
of NLO to LO predictions) in the effective theory [71].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the differences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two different approximations. In addition to predictions
in the effective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the effective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [72] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: σLO = 8.22+3.17
−2.15 σNLO = 13.53+2.19

−2.04

FTapprox: σLO = 8.57+3.31
−2.24 σNLO = 14.06+2.17

−2.25

Full: σLO = 8.57+3.31
−2.24 σNLO = 14.19(7)+2.29

−2.23

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper
and lower values obtained by varying the scales. While
at LO the top-quark mass effects lead to an increase of
4.3%, at NLO this is enhanced to 4.9% when compared
to the HEFT approximation. Comparing the full theory
result with the FTapprox result we obtain an increase of
1%. It is important to keep in mind that when taking
into account massive bottom-quark loop contributions,
the interference effects are sizable and cancel to a large
extent the increase in the total cross section observed
here between the HEFT and the full theory results (see
e.g. the results in Ref. [13]). At LO the bottom-quark
mass effects are of the order of 2% or smaller above the
top quark threshold.
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the differential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
differential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

Considering more differential observables, it is well
known that very significant effects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution dσ/dp2t,H [73, 74],
which drops as (p2t,H)

−1 in the effective theory, and goes
instead as (p2t,H)

−2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each differential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the different scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the effective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the effective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO

(soon to be released) version OpenLoops2.2 which in turn implements a new reduction method
called Otter [86], which ensures excellent numerical stability in particular of the loop-induced real
radiation amplitudes deep into the unresolved regime. We will investigate and discuss this numerical
stability issue explicitly.

The structure of the paper is as follows. In Section 2 we describe the computational setup
and employed tools. Numerical results for H+jet and H+2 jets production will be presented in
Section 3. We will conclude in Section 4.

2 Analysis framework and tools

In this paper, we present predictions for the production of a boosted Higgs boson in the gluon-
fusion channel. We consider Higgs bosons produced in association with one (pp → H + j) or
two (pp → H + jj) jets with NLO QCD corrections and include the effects of a finite top-quark
mass either fully or via a suitable approximation. For pp → H + j we compute the transverse
momentum distribution of the Higgs boson including a finite top-quark mass, which has appeared
previously in the literature [25–28], as well as the Higgs boson plus jet invariant mass distribution.
For pp → H + jj, the virtual corrections involve two-loop amplitudes for 2 → 3 scattering. The
mathematical complexity of the virtual corrections makes their computation currently intractable
using either numerical or analytical methods. We therefore adopt an approximation scheme to the
full theory (FTapprox) [73, 87] for the NLO QCD corrections to Higgs boson plus two jet production.
Specifically, we include the exact top-quark mass dependence (SM) in the real corrections and
infrared singular subtraction terms while using the virtual corrections in the heavy top-quark limit
(HTL) re-weighted by the full Born level contribution on an event-by-event basis. In fact, although
the full matrix elements relevant to the virtual contributions of H+ 2 jets production are currently
not available, nevertheless, their explicit infrared divergence at NLO can be predicted by the Catani
dipole structure [88]:

Pole{|M2
4(mt, µ

2
R; {p})|2} =

∑
I (1)(ε, µ2

R; {p})|M1
4(mt; {p})|2, (2.1)

where mt is the top-quark mass, µ2
R is the renormalisation scale, {p} is the momentum set regarding

all external particles, |Mm
n |2 is the matrix element with n legs and m loops and I (1)(ε, µ2

R; {p}) is
the dipole operator containing all explicit IR divergences in d space-time dimensions. The explicit
expressions for dipole operators at squared matrix element level can be found in [74]. We estimate
the finite contribution of |M2

4(mt, µ2
R; {p})|2 by re-weighting the corresponding matrix element in

the HTL approximation (mt → ∞) using:

|M2
4(mt, µ

2
R; {p})|2 → |M1

4(∞, µ2
R; {p})|2

|M1
4(mt; {p})|2

|M0
4(∞; {p})|2 . (2.2)

Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp → H + j are computed exactly using SecDec-3.
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    FTapprox — H+j @ NNLO ?

State-of-the-art mass effects in Higgs MC:
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2.  full mtop and mbottom for H+0-jet

3.  mtop through FTapprox for H+1,2-jets

FTapprox: full born & real, virtual reweighted:
virt(mt) ≈ born(mt) ⋅ virt(HTL)/born(HTL)
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Figure 1: Finite part of the regulated amplitudes,
2Re〈M (1)

exact|M
(2)
exact〉

∣∣
regulated

, defined in Eq. (2), for the pro-

cesses gg → gH (first row), qg → qH (second row) and
qq̄ → gH (third row), separated into the region below (left
column) and above (right column) threshold for interme-
diate top-quark pair production, ŝ = 4M2

t . A factor of
α4
s/(4π)

2 · 1/v2 · ŝ, with v the Higgs-field vacuum expecta-
tion value, has been factored out. The renormalization scale
has been set at µR = MH/2. The kinematics is parameterized
with z ≡ 1 − M2

H/ŝ and λ ≡ t̂/(t̂ + û). ŝ, t̂ and û are the
standard Mandelstam variables.

It is not difficult to convince oneself that
〈M (1)

exact|M
(2)
exact〉

∣∣
regulated

is devoid of soft and collinear

singularities. We use an analogous expression for the
qg → qH process with:

− 〈P (0)
qq (z)〉 = −TF

(
1− 2z(1− z)

)
, (4)

instead of 〈P (0)
gg (z)〉, while there is no splitting-function

contribution in the qq̄ → gH case. The regulated am-
plitudes for the three processes are illustrated in Fig. 1.
Notice that the amplitudes for the first two processes
are still singular in the collinear limit, but these singu-
larities are integrable and occur very close to the edge
of the phase space. In order to obtain a reliable in-
clusive phase-space integral, we approximate the regu-
lated amplitudes in the limit t̂ → 0 with the ansatz
a ln |t̂| + b, for each value of z, and fit the coefficients
to the available numerical values of the amplitudes at
|t̂| > |t̂0|. The ansatz is subsequently integrated analyti-
cally in the region 0 > |t̂| > |t̂0|. The uncertainty of the
procedure is estimated by using the more general ansatz,

a ln |t̂|+ b+ ct̂ ln |t̂|+ dt̂.
Having the amplitudes for all contributions at hand, it

is necessary to actually integrate them in order to obtain
the cross section contributions. Since the effect of the
top-quark mass beyond the heavy-top limit is expected
to be small, we directly evaluate the difference of the
cross sections at each phase-space point:

∫ (
dσ(N)NLO

exact − dσ(N)NLO
HEFT

)
, (5)

rather than the cross sections themselves separately. This
has the additional advantage that ultraviolet and infrared
divergences in the form of 1/εk poles in the dimensional
regularization parameter, ε, as well as soft and collinear
singularities first appear at the NNLO level. Hence, for
example, the NLO contributions to the difference are well-
defined separately for the virtual and real corrections.
This delay of the appearance of divergences and singu-
larities is one of the reasons for the smallness of the top-
quark mass effects beyond HEFT.
Ultimately, Eq. (5) is evaluated with Monte Carlo

methods using the sector-improved residue subtrac-
tion scheme [42–44] implementation in the C++ library
Stripper. Note that it suffices to use the subtraction
term in the square brackets of Eq. (2) in order to cancel
the IR divergences with the double real emission. Since
this subtraction term is given in terms of compact an-
alytic formulae [45], it allows for a fast and numerically
stable Monte Carlo integration. The phase space integra-
tion and PDF convolution of the r.h.s. of Eq. (2) is done
separately. Adding it to the output from Stripper can-
cels the subtraction term contribution and leads to the
final result.

RESULTS

Table I collects our main results. It shows the hadronic
cross section σNNLO

HEFT in the HEFT approximation through
NNLO QCD, including only top-loop induced contribu-
tions and without electro-weak effects, and separately
for the partonic sub-channels (qq denotes the sum over
all quark initial states). The absolute numbers are split
into the contributions from the individual orders in αs.
The uncertainties indicate the Monte Carlo integration
errors.

While the finite-mass effects are small and positive for
the gg channel (and largely independent of the collider
energy), the relative effect on the other channels is neg-
ative and much larger. For the pure quark channels, the
HEFT approximation is off by more than 100% at each
perturbative order. Taken individually, this would al-
ready exhaust the uncertainty estimate associated with
the missing mass effects of Ref. [1], despite the fact that
these channels contribute to the total cross section only
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regularization parameter, ε, as well as soft and collinear
singularities first appear at the NNLO level. Hence, for
example, the NLO contributions to the difference are well-
defined separately for the virtual and real corrections.
This delay of the appearance of divergences and singu-
larities is one of the reasons for the smallness of the top-
quark mass effects beyond HEFT.
Ultimately, Eq. (5) is evaluated with Monte Carlo

methods using the sector-improved residue subtrac-
tion scheme [42–44] implementation in the C++ library
Stripper. Note that it suffices to use the subtraction
term in the square brackets of Eq. (2) in order to cancel
the IR divergences with the double real emission. Since
this subtraction term is given in terms of compact an-
alytic formulae [45], it allows for a fast and numerically
stable Monte Carlo integration. The phase space integra-
tion and PDF convolution of the r.h.s. of Eq. (2) is done
separately. Adding it to the output from Stripper can-
cels the subtraction term contribution and leads to the
final result.

RESULTS

Table I collects our main results. It shows the hadronic
cross section σNNLO

HEFT in the HEFT approximation through
NNLO QCD, including only top-loop induced contribu-
tions and without electro-weak effects, and separately
for the partonic sub-channels (qq denotes the sum over
all quark initial states). The absolute numbers are split
into the contributions from the individual orders in αs.
The uncertainties indicate the Monte Carlo integration
errors.

While the finite-mass effects are small and positive for
the gg channel (and largely independent of the collider
energy), the relative effect on the other channels is neg-
ative and much larger. For the pure quark channels, the
HEFT approximation is off by more than 100% at each
perturbative order. Taken individually, this would al-
ready exhaust the uncertainty estimate associated with
the missing mass effects of Ref. [1], despite the fact that
these channels contribute to the total cross section only

4

Table I: Effects of a finite top-quark mass on the total hadronic Higgs-boson production cross section for the LHC @ 13 TeV and
8 TeV, separately for the partonic channels and including Monte Carlo integration error estimates. Results obtained with the
PDF set NNPDF31 nnlo as 0118 [46], renormalization and factorization scales µR = µF = MH/2, Higgs-boson mass MH = 125
GeV, and top-quark mass Mt =

√
23/12 × MH ≈ 173.055 GeV. The NNLO cross section within HEFT (σNNLO

HEFT ) has been
obtained with SusHi [47, 48] and is split into contributions from the individual orders in αs.

channel
σNNLO
HEFT [pb] (σNNLO

exact − σNNLO
HEFT ) [pb]

(σNNLO
exact /σNNLO

HEFT − 1) [%]O(α2
s) +O(α3

s) +O(α4
s) O(α3

s) O(α4
s)√

s = 8TeV
gg 7.39 + 8.58 + 3.88 +0.0353 +0.0879± 0.0005 +0.62
qg 0.55 + 0.26 −0.1397 −0.0021± 0.0005 −18
qq 0.01 + 0.04 +0.0171 −0.0191± 0.0002 −4

total 7.39 + 9.15 + 4.18 −0.0873 +0.0667± 0.0007 −0.10
√
s = 13TeV

gg 16.30 + 19.64 + 8.76 +0.0345 +0.2431± 0.0020 +0.62
qg 1.49 + 0.84 −0.3696 −0.0115± 0.0010 −16
qq 0.02 + 0.10 +0.0322 −0.0501± 0.0006 −15

total 16.30 + 21.15 + 9.79 −0.3029 +0.1815± 0.0023 −0.26

at the 1-2% level. In fact, we find that the absolute val-
ues of all finite-mass effects add up to about 1.5-1.6% at
NNLO. However, the cancellations among the individual
channels and perturbative orders decrease this number
to −0.1% at 8TeV, and −0.26% at 13TeV.

CONCLUSIONS AND OUTLOOK

A calculation of the hadronic Higgs production cross
section including the full top-mass dependence at NNLO

was reported. It results in a slight decrease relative to the
result in the HEFT approximation of −0.26% at 13TeV,
and −0.1% at 8TeV collider energy. This result confirms
and at the same time eliminates the commonly accepted
uncertainty estimate arising from the lack of knowledge
of these effects.

Our calculational techniques are also applicable to the
bottom- and charm-loop induced terms and the associ-
ated interference with the top-loop terms. This is de-
ferred to future work.
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ggF error budget of inclusive XSGLUON FUSION
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Figure 2: Cummulative contributions to the total relative uncertainty as a function of the
collider energy. according to eqs. (26)-(28).

In combination we find

δσPP→H+X = δ(PDF+αS) + δ(theory) = +3.63pb
−4.72pb

(
+7.46%
−9.7%

)
. (39)

To derive the various sources of uncertainties we followed the prescriptions
outlined above. In fig. 2 we show how the relative size of the various sources
of uncertainty varies as a function of the hadron collider energy.

In comparison to the numerical cross section predictions derived in ref. [3]
we observe only minor changes. The difference arise solely due to the exact
computation of the N3LO QCD corrections in the heavy top quark effective
theory obtained in ref. [16]. The deviations are well within the uncertainty
that was associated with the truncation of the threshold expansion used for
the results of ref. [3]. This particular source of uncertainty is now removed.

Finally, we use iHixs to derive state of the art predictions for the gluon
fusion Higgs production cross section at different collider energies. We strictly
follow the recommendations of [3, 4]. Figure 3 shows the state-of-the art
predictions and uncertainty estimates for the inclusive cross section obtained

18
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many small effects!   
challenge: need to tackle all

Sources of Uncertainties:

[Anastasiou et al. ’15] [Mistlberger ’18]
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FIG. 3: The gluon fusion cross-section at all perturbative or-
ders through N3LO in the scale interval [mH

4 ,mH ] as a func-

tion of the center-of-mass energy
√
S.

top-quark is infinitely heavy and can be integrated out,
see eq. (2). Moreover, we assumed that all other quarks
have a zero Yukawa coupling. Finite quark mass effects
are important, but it is sufficient that they are inlcuded
through NLO or NNLO. Indeed, finite quark-mass effects
have been computed fully through NLO in QCD [30],
while subleading top-quark mass corrections have been
computed at NNLO systematically as an expansion in
the inverse top-quark mass [34]. In these references it
was observed that through NLO finite quark mass ef-
fects amount to about 8% of the K-factor. At NNLO,
the known 1

mtop
corrections affect the cross-section at

the ∼ 1% level. A potentially significant contribution
at NNLO which has not yet been computed in the lit-
erature originates from diagrams with both a top and
bottom quark Yukawa coupling. Assuming a similar per-
turbative pattern as for top-quark only diagrams in the
effective theory, eq. (2), higher-order effects could be of
the order of 2%. We thus conclude that the computation
of the top-bottom interference through NNLO is highly
desired in the near future.

Finally, the computation of the hadronic cross-section
relies crucially on the knowledge of the strong coupling
constant and the parton densities. After our calculation,
the uncertainty coming from these quantities has become
dominant. Further progress in the determination of par-
ton densities must be anticipated in the next few years
due to the inclusion of LHC data in the global fits and the
impressive advances in NNLO computations, improving
the theoretical accuracy of many standard candle pro-
cesses.

To conclude, we have presented in this Letter the
computation of the gluon-fusion Higgs production cross-
section through N3LO in perturbative QCD. While a
thorough study of the impact of electroweak and quark
mass effects is left for future work, we expect that the re-
maining theoretical uncertainty on the inclusive Higgs
production cross-section is expected to be reduced to
roughly half, which will bring important benefits in the
study of the properties of the Higgs boson at the LHC
Run 2. Besides its direct phenomenological impact, we
believe that our result is also a major advance in our un-
derstanding of perturbative QCD, as it opens the door to
push the theoretical predictions for large classes of inclu-
sive processes to N3LO accuracy, like Drell-Yan produc-
tion, associated Higgs production and Higgs production
via bottom fusion. Moreover, on the more technical side,
our result constitutes the first independent validation of
the gluon splitting function at NNLO [14], because the
latter is required to cancel all the infrared poles in the
inclusive cross-section. In addition, we expect that the
techniques developed throughout this work are not re-
stricted to inclusive cross-sections, but it should be pos-
sible to extend them to certain classes of differential dis-
tributions, like rapidity distributions for Drell-Yan and
Higgs production, thereby paving the way to a new era
of precision QCD.
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Figure 3: Comparison of MiNNLOPS and NNLOPS predictions for e
+
e
�
bb̄ production

with the fiducial cuts quoted in table 1.

variations with the constraint 1/2  µR/µF  2, while correlating the scale variation factors
in production and decay. The fiducial cuts are are summarized in table 1. If more than two
bottom-flavoured jets (b-jets) are present in the final state, the pair with the invariant mass
closer to the Higgs-boson mass is chosen.

The fiducial cross sections are 6.261(7)+0.9%

�1.8%
fb for MiNNLOPS and 6.348(6)

+1.2%

�1.4%
fb for

NNLOPS. Because of the more exclusive setup, the difference between the MiNNLOPS and
NNLOPS predictions is slightly larger than for the inclusive cross section and for W

+
H

production in the previous section. Still, the fiducial cross sections agree at the level of
1.4%, which is fully covered by the scale uncertainties. We would like to stress that this
level of agreement in the fiducial phase-space volume of the e

+
e
�
bb̄ final state is quite

– 13 –
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advantageous. One should bear in mind, however, that such reshuffling is not completely
unambiguous and comes with some uncertainties on the bottom-quark kinematics. Thus,
ideally the bottom-quark kinematics should be described using massive bottom quarks at
amplitude level , i.e. a four-flavour scheme (4FS) calculation, but this is not always feasible
at high accuracy with current technology and also comes with other shortcomings [153].
Furthermore, it is important to be aware that in certain constellations a hard reconstructed
b-jet can come from a soft bottom quark and that the two selected b-jets may actually not
originate from the Higgs-boson decay. These occurrences are less likely when using the
flavour-kT algorithm.

4.5 Comparison to ATLAS data
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Figure 7: Comparison of MiNNLOPS predictions to ATLAS data [130].

Figure 7 compares our MiNNLOPS predictions to recent ATLAS data [130]. The re-
spective cross sections are reported in table 4. The results correspond to W

±
H and ZH

production with all leptonic final states, i.e. `±⌫`bb̄, `+`�bb̄ and ⌫`⌫̄`bb̄ with ` 2 {e, µ, ⌧}.
It is clear that the measured V H cross sections are fully compatible with our predictions
within uncertainties. However, one must bear in mind that this measurement requires rel-
atively large lower cuts on the transverse momentum of the vector boson. Therefore, the
experimental error is quite large, being dominated mostly by the limited statistics. In fact,

– 23 –
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Furthermore, it is important to be aware that in certain constellations a hard reconstructed
b-jet can come from a soft bottom quark and that the two selected b-jets may actually not
originate from the Higgs-boson decay. These occurrences are less likely when using the
flavour-kT algorithm.
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Figure 7: Comparison of MiNNLOPS predictions to ATLAS data [130].

Figure 7 compares our MiNNLOPS predictions to recent ATLAS data [130]. The re-
spective cross sections are reported in table 4. The results correspond to W

±
H and ZH

production with all leptonic final states, i.e. `±⌫`bb̄, `+`�bb̄ and ⌫`⌫̄`bb̄ with ` 2 {e, µ, ⌧}.
It is clear that the measured V H cross sections are fully compatible with our predictions
within uncertainties. However, one must bear in mind that this measurement requires rel-
atively large lower cuts on the transverse momentum of the vector boson. Therefore, the
experimental error is quite large, being dominated mostly by the limited statistics. In fact,
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Figure 1: Representative Feynman diagrams for the virtual correction to the ggZH

amplitude. We neglect the masses of all quarks except the top quark; therefore, due

to the Yukawa couplings, only the top quark gives a non-zero contribution for the

box diagrams. All quark flavours contribute for the triangle diagrams, however the

contribution from each massless generation is zero due to a cancellation between the

up-type and down-type quarks. We calculate in the Feynman gauge and so also include

the set of diagrams where the Z-boson propagators are replaced by Goldstone bosons.

discussion of the top-quark mass scheme dependence, before we conclude in Section 4.

2 Setup of the calculation

In this section we summarise the computation of the individual contributions to the

cross section at NLO and describe the combination of the virtual corrections computed

in [30] and [29].

2.1 Virtual two-loop contributions

The calculation of the renormalised and infrared (IR) subtracted two-loop amplitude,

called V , is described in detail in Refs. [30] and [29]. For completeness we repeat in the

following the most important steps.

In Ref. [30] the amplitude of the process gg ! ZH has been written as a lin-

ear combination of six form factors. At one-loop order it is straightforward to ob-

tain exact results for the form factors. At two-loops expansions for large and small

top-quark masses were performed. In this work only the high-energy expansion, for

which m
2
H

, m
2
Z

⌧ m
2
t

⌧ s, |t|, is of relevance. In Ref. [30] an expansion up to order

(m2
Z
, m

2
H

, m
32
t

) was computed. In this work we extend that result up to quartic order

(m4
Z
, m

4
H

, m
32
t

) (including also the “mixed” quartic term m
2
Z
m

2
H

) and show that includ-

ing these quartic terms improves the agreement with numerical results. LiteRed [37] is

used to expand the integrals appearing in the amplitude, followed by an integration-by-

parts (IBP) reduction to master integrals using FIRE [38]. The reduction relations are
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Figure 5: Invariant mass distribution at LO and NLO, including scale uncertainties

resulting from a 7-point scale variation around the central scale µ = µR = µF = mZH .

We also show NLO predictions for µ = HT . Left: fully inclusive, right: results based

on pT,H � 140 GeV, pT,Z � 150 GeV.

Figure 6: Distribution of the Z-boson transverse momenta at LO and NLO, including

scale uncertainties resulting from a 7-point scale variation around the central scale

µ = µR = µF = mZH . We also show NLO predictions for µ = HT . Left: fully inclusive,

right: results based on pT,H � 140 GeV, pT,Z � 150 GeV.

LO. This behaviour was already reported in Ref. [20] and traced back to diagrams with

t-channel gluon exchange, it was further studied in Ref. [60]. The reason why the rise of

the K-factor is more pronounced in the pT,H case than in the pT,Z case can be related to

the coupling structure of the Z and Higgs bosons to top quarks. In the diagrams where

both the Higgs and the Z boson are radiated from a top quark loop, the probability to

radiate a “soft” Z boson while the Higgs boson recoils against a hard jet is related to
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actions. Section 3 contains a brief description of the basic ingredients of the SMEFT
calculations for pp ! Zh and h ! bb̄ and their combination and implementation in our
NNLO+PS event generator. The impact of the SMEFT corrections on kinematic distribu-
tions in pp ! Zh ! `

+
`
�
bb̄ production at NNLO+PS is presented in Section 4 by using

simple benchmark scenarios for the Wilson coefficients. We conclude and present an outlook
in Section 5. The lenghty analytic expressions for the squared matrix elements that are
relevant for our work are relegated to Appendix A, while Appendix B contains numerical
estimates of higher-order QCD corrections associated to the subset of the SMEFT opera-
tors that are considered in this paper. The discussed corrections have been neglected in our
phenomenological study because they all turn out to contribute less than a percent once
existing experimental limits on the relevant Wilson coefficients are taken into account.

2 Preliminaries

In this article we consider the following set of dimension-six operators

QH2 = (H
†
H)2 (H

†
H) , QHD = (H

†
DµH)

⇤
(H

†
D

µ
H) ,

QbH = yb(H
†
H) q̄LbRH , QbG =

g
3
s

(4⇡)2
yb q̄L�µ⌫T

a
bRHG

a,µ⌫
, (2.1)

QHG =
g
2
s

(4⇡)2
(H

†
H)G

a

µ⌫G
a,µ⌫

, Q3G =
g
3
s

(4⇡)2
f
abc

G
a,⌫

µ G
b,�

⌫ G
c,µ

� ,

which appear in the full SMEFT Lagrangian

LSMEFT �

X

i

Ci

⇤2
Qi . (2.2)

Here 2 = @µ@
µ, �µ⌫ = i/2(�µ�⌫ � �⌫�µ) with �µ the usual Dirac matrices, H denotes the

SM Higgs doublet, qL is the left-handed third-generation quark doublet, bR is the right-
handed bottom-quark singlet, while gs =

p
4⇡↵s and G

a
µ⌫ denote the coupling constant and

the field strength tensor of QCD, respectively. The definition of the covariant derivative
is Dµ = @µ � igsG

a
µT

a with T
a being the SU(3) generators and f

abc denote the fully
antisymmetric QCD structure constants. The bottom-quark Yukawa coupling is defined
as yb =

p
2m̄b/v, with the MS bottom-quark mass m̄b and the Higgs vacuum expectation

value (VEV) v, while ⇤ denotes the new-physics mass scale that suppresses the dimension-
six operators Qi entering (2.2) and Ci are the corresponding Wilson coefficients. Notice
finally that in the case of QbH and QbG the sum over the hermitian conjugate in (2.1) is
understood.

The normalisations of the dimension-six operators introduced in (2.1) deserve some
additional comments. First, the two mixed-chirality operators QbH and QbG include a
factor of yb which serves as an order parameter and explicitly appears in a broad class
of ultraviolet (UV) completions that match onto the set of operators in (2.1). See for
example the discussions in [20, 21]. Second, the factors of gs and 1/(4⇡)

2 that arise in
the definition of QbG, QHG and Q3G guarantee that the associated Wilson coefficients CbG,
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Figure 6: Examples of SMEFT contributions to the inclusive decay rate of h ! bb̄ with an
insertion of QHG (black square). The left (right) diagram represents a one-loop (tree-level)
contribution to the h ! bb̄ (h ! bb̄g) transition.

are shown in Figure 6. Employing the operator basis (2.1) and working to leading power
in mb one finds at NNLO in QCD the simple expression

�(h ! bb̄)
NNLO,HG

SMEFT
=

⇣
↵s

⇡

⌘2

19

3
� 2⇣2 +

1

3
ln

2

✓
m̄

2

b

m
2

h

◆�
cHG�(h ! bb̄)

LO

SM , (B.1)

where the definition of the Wilson coefficient cHG can be found in (3.14). A recent
global fit [59] to the SMEFT including 34 dimension-six operators reports the following
marginalised 95% CL bound

cHG 2 [�0.09, 0.06] , (B.2)

on the relevant Wilson coefficient (cf. Table 6 of the latter work). Using this limit together
with the input parameters given at the beginning of Section 4 it follows from (B.1) and (B.2)
that at 95% CL the QHG contribution to the inclusive h ! bb̄ decay rate lies within

�(h ! bb̄)
NNLO,HG

SMEFT

�(h ! bb̄)LO
SM

2 [�2.7, 1.7] · 10
�3

. (B.3)

This result indicates that SMEFT effects arising from QHG are phenomenologically irrel-
evant in the case of the fully differential h ! bb̄ decay rate. This justifies that we have
neglected such corrections in the main part of this article.

Operator insertions of Q3G induce tree-level contributions to h ! bb̄gg and one-loop
corrections to h ! bb̄g. After interfering these channels with the corresponding SM am-
plitudes and integrating over the four- and three-particle phase space, respectively, the
combination of these two types of contributions leads to a N3LO correction to the inclusive
h ! bb̄ decay rate. We write the sum of these real and virtual corrections as

�(h ! bb̄)
N

3
LO,3G

SMEFT
= N

dec

3G

⇣
↵s

⇡

⌘3 m
2

h

v2
c3G�(h ! bb̄)

LO

SM , (B.4)

where we have defined
c3G =

v
2

⇤2
C3G . (B.5)

The marginalised 95% CL limit on the relevant Wilson coefficient reads [59]6

c3G 2 [�12.5,�4.1] . (B.6)
6The large negative values of c3G found in the work [59] can be traced back to the discrepancy between

the measured tt̄ differential cross section [83] and the state-of-the-art SM prediction [84] at large values of
the top-antitop invariant mass mtt̄. Analyses of multijet data [85–87] suggest bounds of |c3G| . 0.2.
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Figure 7: Examples of SMEFT contributions to Zh production involving an insertion
of QHG (black square). The left and middle (right) diagram represent(s) a one-loop (tree-
level) contribution to the qq̄ ! Zh (qq̄ ! Zhg) process.

Plugging (B.6) into (B.4) then leads to

�(h ! bb̄)
N

3
LO,3G

SMEFT

�(h ! bb̄)LO
SM

2 [�0.15,�0.05] · 10
�3

N
dec

3G . (B.7)

By performing an explicit calculation of the tree-level contributions to h ! bb̄gg and the
one-loop corrections to h ! bb̄g associated to insertions of Q3G, we find for the unknown
constant N

dec

3G
introduced in (B.4) the numerial value N

dec

3G
= 2.23. This implies that the

relative corrections associated to the operator Q3G do not even reach the level of a permille.
Neglecting these corrections as done in our SMEFT analysis of the fully differential h ! bb̄

decay rate is therefore fully justified from a phenomenological point of view.
The leading corrections to Zh production associated to the operator QHG result from

the Feynman graphs displayed in Figure 7. These types of diagrams have been calculated
in the context of the SM in [47] working in the limit of infinite top-quark mass. Using the
results of the latter work one can write the O(↵

2
sCHG) corrections to the inclusive Zh pro-

duction cross section in the following way

�(pp ! Zh)
NNLO,HG

SMEFT
= 3

⇣
↵s

⇡

⌘2

� cHG �(pp ! Zh)
LO

SM , (B.8)

where �(pp ! Zh)
LO

SM
is the LO cross section and � encodes the sum of the QCD corrections

denoted by VI and RI in [47] with a factor of (↵s/⇡)
2 stripped off. We add that we have

calculated the relevant radiative corrections that give rise to VI and RI finding agreement
with the latter publication (see also [88, 89]). Notice that an expression analogous to (B.8)
also holds for the differential cross section. From Figure 6 of the paper [47] one finds that
at the LHC one has � = 10.7 for the measured mass of the Higgs boson. This corresponds
to a 1.4% correction in the SM. Using the limit (B.2) in (B.8) we obtain

�(pp ! Zh)
NNLO,HG

SMEFT

�(pp ! Zh)LO
SM

2 [�3.9, 2.4] · 10
�3

, (B.9)

at 95% CL. This numerical result shows that it is an excellent approximation to neglect
contributions due to QHG in the calculation of Zh production observables.

Insertions of the operator Q3G induce tree-level contributions to qq̄ ! Zhgg and one-
loop corrections to qq̄ ! Zhg. Interfering the SMEFT with the corresponding SM am-
plitudes and integrating over the relevant phase spaces, one obtains a N3LO correction to
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relevant for our work are relegated to Appendix A, while Appendix B contains numerical
estimates of higher-order QCD corrections associated to the subset of the SMEFT opera-
tors that are considered in this paper. The discussed corrections have been neglected in our
phenomenological study because they all turn out to contribute less than a percent once
existing experimental limits on the relevant Wilson coefficients are taken into account.
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Here 2 = @µ@
µ, �µ⌫ = i/2(�µ�⌫ � �⌫�µ) with �µ the usual Dirac matrices, H denotes the

SM Higgs doublet, qL is the left-handed third-generation quark doublet, bR is the right-
handed bottom-quark singlet, while gs =

p
4⇡↵s and G

a
µ⌫ denote the coupling constant and

the field strength tensor of QCD, respectively. The definition of the covariant derivative
is Dµ = @µ � igsG

a
µT

a with T
a being the SU(3) generators and f

abc denote the fully
antisymmetric QCD structure constants. The bottom-quark Yukawa coupling is defined
as yb =

p
2m̄b/v, with the MS bottom-quark mass m̄b and the Higgs vacuum expectation

value (VEV) v, while ⇤ denotes the new-physics mass scale that suppresses the dimension-
six operators Qi entering (2.2) and Ci are the corresponding Wilson coefficients. Notice
finally that in the case of QbH and QbG the sum over the hermitian conjugate in (2.1) is
understood.

The normalisations of the dimension-six operators introduced in (2.1) deserve some
additional comments. First, the two mixed-chirality operators QbH and QbG include a
factor of yb which serves as an order parameter and explicitly appears in a broad class
of ultraviolet (UV) completions that match onto the set of operators in (2.1). See for
example the discussions in [20, 21]. Second, the factors of gs and 1/(4⇡)

2 that arise in
the definition of QbG, QHG and Q3G guarantee that the associated Wilson coefficients CbG,
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factorizable contributions, included through:

CHG and C3G are expected to be of O(1) in all weakly-coupled UV-complete extensions of
the SM with new degrees of freedom and masses in the ballpark of ⇤.1 Notice that in the
operator basis that has been employed in the NLO QCD calculation of the inclusive h ! bb̄

decay rate in the SMEFT [11] a different normalisation is chosen for the operators QbH ,
QbG and QHG. As a result, in this normalisation the corresponding Wilson coefficients are
expected to be of size CbH = O(yb) = O

�
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, CbG = O
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�4
�

and
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in weakly-coupled BSM theories and not Ci = O(1) as in
the operator basis (2.1). Our normalisation therefore has the merit that the suppression
factors yb and ↵s/(4⇡) appear explicitly as order parameters which allows for a more explicit
power counting in our SMEFT calculation of QCD corrections to the pp ! Zh ! `

+
`
�
bb̄

process.

3 Calculation in a nutshell

In this section, we describe the different ingredients of the calculation of the QCD cor-
rections to the fully differential decay rate of h ! bb̄ and the Zh production cross sec-
tion in the SMEFT. Throughout this work, we use the five-flavour scheme and thus treat
the bottom quark as massless both in the matrix elements and the phase-space integrals.
The bottom-quark Yukawa coupling is however taken to be non-zero. The explicit expres-
sions for the non-trivial h ! bb̄ squared matrix elements can be found in Appendix A. More-
over, we assume minimal-flavour violation [22] and set the Cabibbo-Kobayashi-Maskawa
matrix element Vtb to unity. After having discussed the anatomy of the SMEFT correc-
tions to both pp ! Zh production and the h ! bb̄ decay, we briefly mention the em-
ployed NNLO+PS methods and explain how we apply them to the event generation of the
pp ! Zh ! `

+
`
�
bb̄ process including SMEFT effects.

3.1 Factorisable contributions to the h ! bb̄ decay

Since the operators QH2, QHD and QbH do not contain a gluon the associated SMEFT
contributions factorise to all orders in ↵s. As a result, the matrix elements proportional
to the Wilson coefficients CH2, CHD and CbH can be obtained from the massless NNLO
calculation of the fully differential h ! bb̄ decay rate within the SM [23–25] by the following
simple replacement:

y
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, (3.1)
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v
2

⇤2


CH2 �

CHD

4

�
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⇤2
Re (CbH) . (3.2)

Notice that the term ckin arises from the canonical normalisation of the Higgs kinetic term
in the presence of QH2 and QHD. The squared Higgs VEV entering (3.2) is related to
the Fermi constant GF extracted from muon decay via v

2
= 1/

�p
2GF

�
. EW tree-level

1In the case of the operator QbG the corresponding Wilson coefficient can also be of O(g2/g2s) with g a
weak coupling which implies that CbG is parametrically smaller than O(1). This happens when QbG is
generated by a EW and not a strong loop in the UV theory.

– 4 –

CHG and C3G are expected to be of O(1) in all weakly-coupled UV-complete extensions of
the SM with new degrees of freedom and masses in the ballpark of ⇤.1 Notice that in the
operator basis that has been employed in the NLO QCD calculation of the inclusive h ! bb̄

decay rate in the SMEFT [11] a different normalisation is chosen for the operators QbH ,
QbG and QHG. As a result, in this normalisation the corresponding Wilson coefficients are
expected to be of size CbH = O(yb) = O

�
10

�2
�
, CbG = O

�
yb↵s/(4⇡)

�
= O

�
10

�4
�

and
CHG = O

�
↵s/(4⇡)

�
= O

�
10

�2
�

in weakly-coupled BSM theories and not Ci = O(1) as in
the operator basis (2.1). Our normalisation therefore has the merit that the suppression
factors yb and ↵s/(4⇡) appear explicitly as order parameters which allows for a more explicit
power counting in our SMEFT calculation of QCD corrections to the pp ! Zh ! `

+
`
�
bb̄

process.

3 Calculation in a nutshell

In this section, we describe the different ingredients of the calculation of the QCD cor-
rections to the fully differential decay rate of h ! bb̄ and the Zh production cross sec-
tion in the SMEFT. Throughout this work, we use the five-flavour scheme and thus treat
the bottom quark as massless both in the matrix elements and the phase-space integrals.
The bottom-quark Yukawa coupling is however taken to be non-zero. The explicit expres-
sions for the non-trivial h ! bb̄ squared matrix elements can be found in Appendix A. More-
over, we assume minimal-flavour violation [22] and set the Cabibbo-Kobayashi-Maskawa
matrix element Vtb to unity. After having discussed the anatomy of the SMEFT correc-
tions to both pp ! Zh production and the h ! bb̄ decay, we briefly mention the em-
ployed NNLO+PS methods and explain how we apply them to the event generation of the
pp ! Zh ! `

+
`
�
bb̄ process including SMEFT effects.

3.1 Factorisable contributions to the h ! bb̄ decay

Since the operators QH2, QHD and QbH do not contain a gluon the associated SMEFT
contributions factorise to all orders in ↵s. As a result, the matrix elements proportional
to the Wilson coefficients CH2, CHD and CbH can be obtained from the massless NNLO
calculation of the fully differential h ! bb̄ decay rate within the SM [23–25] by the following
simple replacement:

y
2

b
! y

2

b

�
1 + 2cfac

�
, (3.1)

with

cfac = ckin � cbH , ckin =
v
2

⇤2


CH2 �

CHD

4

�
, cbH =

v
2

⇤2
Re (CbH) . (3.2)

Notice that the term ckin arises from the canonical normalisation of the Higgs kinetic term
in the presence of QH2 and QHD. The squared Higgs VEV entering (3.2) is related to
the Fermi constant GF extracted from muon decay via v

2
= 1/

�p
2GF

�
. EW tree-level

1In the case of the operator QbG the corresponding Wilson coefficient can also be of O(g2/g2s) with g a
weak coupling which implies that CbG is parametrically smaller than O(1). This happens when QbG is
generated by a EW and not a strong loop in the UV theory.

– 4 –

production and decay as follows
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�
1 + 2ckin

�2
("

1� 2cbH +
�(h ! bb̄)

non,VV

SMEFT

�(h ! bb̄)NNLO

SM

#
d�

SM

NNLO+PS

+ d�
non,R+RV+RR

NNLO+PS

)
�
SM

h

�SMEFT

h

,

(3.12)

where we have factorised the term
�
1+2ckin

�2 that arises from the canonical normalisation
of the Higgs kinetic term. The results for �(h ! bb̄)

NNLO

SM
and �(h ! bb̄)

non,VV

SMEFT
can be

found in (3.4) and (3.10), d�SM

NNLO+PS
represents the NNLO+PS accurate differential cross

section obtained interfacing the MiNNLOPS calculation of the pp ! Zh generator [18] with
the reweighted MiNLO0 calculation of the h ! bb̄ generator [17], while d�

non,R+RV+RR

NNLO+PS

includes the non-factorisable corrections R, RV and RR that we compute as discussed
above. Notice that both �(h ! bb̄)

non,VV

SMEFT
and d�

non,R+RV+RR

NNLO+PS
depend linearly on the

Wilson coefficient cbG. We stress that the advantage of expressing (3.12) in this form
lies in the fact that arbitrary combinations of Wilson coefficients can be obtained without
recalculating any of the individual cross sections. Thus, variations of the Wilson coefficients
can be obtained a posteriori.

The last factor in (3.12) takes into account that the total decay width of the Higgs
boson that appears in (3.11) is modified by SMEFT effects. In our implementation we
employ the following result

�
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The LO expression for the partial decay width for h ! bb̄ can be found in (3.3) and the
corrections proportional to �(h ! bb̄)

LO

SM
have been included in (3.13) in the approximation

that treats the bottom quark as strictly massless. The relevant correction factors � and
�non have been defined in (3.4) and (3.6), respectively. The multiplicative factor KbG

encodes the QCD corrections up to N3LO related to the QbG contribution to the partial
decay width of h ! bb̄. The used numerical value of KbG = 1.622 follows from the semi-
analytic formula given below in (4.3). The term in �

SMEFT

h
proportional to

cHG =
v
2

⇤2
CHG , (3.14)

encodes the SMEFT corrections to the partial decay width of h ! gg involving a single
insertion of the operator QHG. The relevant diagrams are shown in Figure 2. These terms
start at O(↵

2
sCHG) since

�(h ! gg)
LO

SM =
↵
2
sm

3

h

72⇡3v2
. (3.15)
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corrected Higgs width:
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Figure 3: Invariant mass of the two b-jets using the anti-kt algorithm with radius pa-
rameter R = 0.4. The red histogram in the left (right) panel corresponds to the prediction
for cbH = 0.15 (cbG = 400). For comparison our SM prediction with its scale uncertainty
band is shown in black and gray. All results correspond to proton-proton (pp) collisions at
p
s = 13TeV and are subject to the fiducial cuts discussed in the main text. The lower

panels depict the ratios between the BSM and the SM distributions.

40% for invariant masses m
bb̄

' 50GeV. The reason for this somewhat surprising feature
is the structure of the tree-level squared matrix element, given in (A.1), that modifies
the h ! bb̄g process and constitutes the leading QbG contribution. The corresponding
Feynman diagram is shown in Figure 1 in the upper row on the left-hand side. From (A.1)
one observes that the probability for emitting a gluon is flat in phase space. In contrast, the
real emission contribution to the differential decay rate h ! bb̄g in the SM is divergent when
the radiated gluon becomes unresolved, i.e. soft or collinear to one of the bottom quarks, and
therefore such emissions are favoured. As a result, configurations where the total invariant
mass m

bb̄g
= mh of the bb̄g system is shared equally between the three individual partons

occur much more frequently in the former than in the latter case, where the bottom quarks
typically carry most of the energy which leads to an invariant mass distribution that is
strongly peaked at m

bb̄
' mh. We add that changing the sign of cbH or cbG will also change

the sign of the relative corrections due to the considered SMEFT operators.
Notice that in the case of cbG 6= 0 the shape of the m

bb̄
distribution depends on the

jet radius R used to identify b-jets. To illustrate this feature we display in Figure 4 two
additional spectra assuming again cbG = 400, but taking R = 0.7 and R = 1.0 instead of
the standard choice R = 0.4. One observes that the corrections due to QbG are on average
pushed towards lower values of m

bb̄
when the jet radius R is increased. We further add in

this context that at O(↵
3
s) insertions of the operator QbG lead to a one-loop contribution

to the h ! bb̄g amplitude, tree-level contributions to the h ! bb̄qq̄ and h ! bb̄gg processes

– 15 –

[Haisch, Scott, MW, Zanderighi, Zanoli '22]



Marius Wiesemann    (MPP Munich) April 12th, 2022Higgs differential cross sections

SMEFT:  VH x H ➙ bb @ NNLO+PS

actions. Section 3 contains a brief description of the basic ingredients of the SMEFT
calculations for pp ! Zh and h ! bb̄ and their combination and implementation in our
NNLO+PS event generator. The impact of the SMEFT corrections on kinematic distribu-
tions in pp ! Zh ! `

+
`
�
bb̄ production at NNLO+PS is presented in Section 4 by using

simple benchmark scenarios for the Wilson coefficients. We conclude and present an outlook
in Section 5. The lenghty analytic expressions for the squared matrix elements that are
relevant for our work are relegated to Appendix A, while Appendix B contains numerical
estimates of higher-order QCD corrections associated to the subset of the SMEFT opera-
tors that are considered in this paper. The discussed corrections have been neglected in our
phenomenological study because they all turn out to contribute less than a percent once
existing experimental limits on the relevant Wilson coefficients are taken into account.

2 Preliminaries

In this article we consider the following set of dimension-six operators

QH2 = (H
†
H)2 (H

†
H) , QHD = (H

†
DµH)

⇤
(H

†
D

µ
H) ,

QbH = yb(H
†
H) q̄LbRH , QbG =

g
3
s

(4⇡)2
yb q̄L�µ⌫T

a
bRHG

a,µ⌫
, (2.1)

QHG =
g
2
s

(4⇡)2
(H

†
H)G

a

µ⌫G
a,µ⌫

, Q3G =
g
3
s

(4⇡)2
f
abc

G
a,⌫

µ G
b,�

⌫ G
c,µ

� ,

which appear in the full SMEFT Lagrangian

LSMEFT �

X

i

Ci

⇤2
Qi . (2.2)

Here 2 = @µ@
µ, �µ⌫ = i/2(�µ�⌫ � �⌫�µ) with �µ the usual Dirac matrices, H denotes the

SM Higgs doublet, qL is the left-handed third-generation quark doublet, bR is the right-
handed bottom-quark singlet, while gs =

p
4⇡↵s and G

a
µ⌫ denote the coupling constant and

the field strength tensor of QCD, respectively. The definition of the covariant derivative
is Dµ = @µ � igsG

a
µT

a with T
a being the SU(3) generators and f

abc denote the fully
antisymmetric QCD structure constants. The bottom-quark Yukawa coupling is defined
as yb =

p
2m̄b/v, with the MS bottom-quark mass m̄b and the Higgs vacuum expectation

value (VEV) v, while ⇤ denotes the new-physics mass scale that suppresses the dimension-
six operators Qi entering (2.2) and Ci are the corresponding Wilson coefficients. Notice
finally that in the case of QbH and QbG the sum over the hermitian conjugate in (2.1) is
understood.

The normalisations of the dimension-six operators introduced in (2.1) deserve some
additional comments. First, the two mixed-chirality operators QbH and QbG include a
factor of yb which serves as an order parameter and explicitly appears in a broad class
of ultraviolet (UV) completions that match onto the set of operators in (2.1). See for
example the discussions in [20, 21]. Second, the factors of gs and 1/(4⇡)

2 that arise in
the definition of QbG, QHG and Q3G guarantee that the associated Wilson coefficients CbG,
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production and decay as follows
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where we have factorised the term
�
1+2ckin

�2 that arises from the canonical normalisation
of the Higgs kinetic term. The results for �(h ! bb̄)

NNLO

SM
and �(h ! bb̄)

non,VV

SMEFT
can be

found in (3.4) and (3.10), d�SM

NNLO+PS
represents the NNLO+PS accurate differential cross

section obtained interfacing the MiNNLOPS calculation of the pp ! Zh generator [18] with
the reweighted MiNLO0 calculation of the h ! bb̄ generator [17], while d�

non,R+RV+RR

NNLO+PS

includes the non-factorisable corrections R, RV and RR that we compute as discussed
above. Notice that both �(h ! bb̄)

non,VV

SMEFT
and d�

non,R+RV+RR

NNLO+PS
depend linearly on the

Wilson coefficient cbG. We stress that the advantage of expressing (3.12) in this form
lies in the fact that arbitrary combinations of Wilson coefficients can be obtained without
recalculating any of the individual cross sections. Thus, variations of the Wilson coefficients
can be obtained a posteriori.

The last factor in (3.12) takes into account that the total decay width of the Higgs
boson that appears in (3.11) is modified by SMEFT effects. In our implementation we
employ the following result

�
SMEFT

h
=

�
1 + 2ckin

�
"
�
SM

h
�

�
2�cbH �KbG�noncbG

�
�(h ! bb̄)
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SM

+ 6KHGcHG�(h ! gg)
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SM

#
.

(3.13)

The LO expression for the partial decay width for h ! bb̄ can be found in (3.3) and the
corrections proportional to �(h ! bb̄)

LO

SM
have been included in (3.13) in the approximation

that treats the bottom quark as strictly massless. The relevant correction factors � and
�non have been defined in (3.4) and (3.6), respectively. The multiplicative factor KbG

encodes the QCD corrections up to N3LO related to the QbG contribution to the partial
decay width of h ! bb̄. The used numerical value of KbG = 1.622 follows from the semi-
analytic formula given below in (4.3). The term in �

SMEFT

h
proportional to

cHG =
v
2

⇤2
CHG , (3.14)

encodes the SMEFT corrections to the partial decay width of h ! gg involving a single
insertion of the operator QHG. The relevant diagrams are shown in Figure 2. These terms
start at O(↵

2
sCHG) since

�(h ! gg)
LO

SM =
↵
2
sm

3

h

72⇡3v2
. (3.15)
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non-factorizable contributions from , included 
through NLO+PS, i.e. , effectively N3LO correction:

𝒪(α2
s )

𝒪(α3
s )

Figure 1: Examples of SMEFT contributions to the fully differential h ! bb̄ decay rate
involving an insertion of the operator QbG (black square). The upper left (right) diagram
represents a tree-level (one-loop) contribution to the h ! bb̄g decay, the center left (right)
diagram yields a tree-level contribution to the h ! bb̄qq̄

�
h ! bb̄gg

�
process, while the

lower diagrams contribute to the h ! bb̄ amplitude at the two-loop level. Notice that the
quark flavours in the center left h ! bb̄qq̄ diagram can be q = u, d, s, c, b and that effective
five-point hbb̄gg vertices also contribute in the case of the h ! bb̄gg transition. See text for
further details.

of the inclusive LO SM decay rate (3.3), we find by integrating (A.1) over the three-particle
phase space the following compact expression:

�(h ! bb̄)
NNLO,non

SMEFT
= �non cbG�(h ! bb̄)

LO

SM , �non =

⇣
↵s

⇡

⌘2 m
2

h

3v2
, (3.6)

with
cbG =

v
2

⇤2
Re (CbG) . (3.7)

We emphasise that when taking the difference in the normalisation of the operator QbG

into account, the result (3.6) agrees with the expression derived in [11] after taking the
limit mb ! 0.

In Section 2 we have argued that the Wilson coefficient of QbG is expected to be of O(1)

in a wide class of UV-complete theories if the operator is normalised as in (2.1). While there
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actions. Section 3 contains a brief description of the basic ingredients of the SMEFT
calculations for pp ! Zh and h ! bb̄ and their combination and implementation in our
NNLO+PS event generator. The impact of the SMEFT corrections on kinematic distribu-
tions in pp ! Zh ! `
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bb̄ production at NNLO+PS is presented in Section 4 by using

simple benchmark scenarios for the Wilson coefficients. We conclude and present an outlook
in Section 5. The lenghty analytic expressions for the squared matrix elements that are
relevant for our work are relegated to Appendix A, while Appendix B contains numerical
estimates of higher-order QCD corrections associated to the subset of the SMEFT opera-
tors that are considered in this paper. The discussed corrections have been neglected in our
phenomenological study because they all turn out to contribute less than a percent once
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Figure 5: Same as Figure 4, but for m
bb̄j

using R = 0.4 (left panel) and R = 0.7 (right
panel). See the main text for further details.

corrections in the invariant mass distributions of the two b-jets arise at m
bb̄
' 40GeV (cf. the

right panel in Figure 3 and the two panels in Figure 4) and we impose pT,j > 25GeV, one
expects to see an excess of events at m

bb̄j
' 60GeV. Indeed, this is what is observed in the

left panel of Figure 5. It is also clearly visible from the two plots in Figure 5 that increasing
the jet radius from R = 0.4 to R = 0.7 will result in a migration of events to higher m

bb̄j

values, since a larger jet radius will collect more radiation, leading on average to a larger
three-jet invariant mass. We finally mention that in the recent ATLAS analysis [69] of
pp ! V h production with h ! bb̄ decay the mass m

bb̄j
of the three-jet system is already

used as an input to build the multivariate discriminant in the case of three-jet events
(see Table 5 of that publication). We believe that besides m

bb̄
the variable m

bb̄j
can play

an important role in the context of multivariate discriminants tailored to put constraints
on the Wilson coefficient of the operator QbG.

Let us add that apart from the m
bb̄

and m
bb̄j

spectra we have identified additional
kinematic distributions that are sensitive to the non-factorisable corrections resulting from
the operator QbG. For instance, also the transverse momentum pT,Z of the Z boson is
modified in a non-trivial fashion by cbG 6= 0. However, in view of (4.4) the effects in pT,Z

cannot exceed the percent level, and therefore this variable taken by itself will have only a
rather limited constraining power at the LHC. Similar statements apply to the transverse
momentum p

T,bb̄
of the b-jet pair. Incorporating the latter observables into a multivariate

discriminant may however enhance the overall sensitivity to BSM effects associated to
cbG 6= 0. An analysis of this issue is clearly beyond the scope of this article. Likewise
we also do not attempt to derive bounds on the Wilson coefficients cbH and cbG using
existing [1, 2, 68, 69] or hypothetical [3, 4] differential LHC data, leaving such an exercise
for future research.
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Figure 3: Invariant mass of the two b-jets using the anti-kt algorithm with radius pa-
rameter R = 0.4. The red histogram in the left (right) panel corresponds to the prediction
for cbH = 0.15 (cbG = 400). For comparison our SM prediction with its scale uncertainty
band is shown in black and gray. All results correspond to proton-proton (pp) collisions at
p
s = 13TeV and are subject to the fiducial cuts discussed in the main text. The lower

panels depict the ratios between the BSM and the SM distributions.

40% for invariant masses m
bb̄

' 50GeV. The reason for this somewhat surprising feature
is the structure of the tree-level squared matrix element, given in (A.1), that modifies
the h ! bb̄g process and constitutes the leading QbG contribution. The corresponding
Feynman diagram is shown in Figure 1 in the upper row on the left-hand side. From (A.1)
one observes that the probability for emitting a gluon is flat in phase space. In contrast, the
real emission contribution to the differential decay rate h ! bb̄g in the SM is divergent when
the radiated gluon becomes unresolved, i.e. soft or collinear to one of the bottom quarks, and
therefore such emissions are favoured. As a result, configurations where the total invariant
mass m

bb̄g
= mh of the bb̄g system is shared equally between the three individual partons

occur much more frequently in the former than in the latter case, where the bottom quarks
typically carry most of the energy which leads to an invariant mass distribution that is
strongly peaked at m

bb̄
' mh. We add that changing the sign of cbH or cbG will also change

the sign of the relative corrections due to the considered SMEFT operators.
Notice that in the case of cbG 6= 0 the shape of the m

bb̄
distribution depends on the

jet radius R used to identify b-jets. To illustrate this feature we display in Figure 4 two
additional spectra assuming again cbG = 400, but taking R = 0.7 and R = 1.0 instead of
the standard choice R = 0.4. One observes that the corrections due to QbG are on average
pushed towards lower values of m

bb̄
when the jet radius R is increased. We further add in

this context that at O(↵
3
s) insertions of the operator QbG lead to a one-loop contribution

to the h ! bb̄g amplitude, tree-level contributions to the h ! bb̄qq̄ and h ! bb̄gg processes
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Figure 4: Same as the right panel in Figure 3, but for R = 0.7 (left) and R = 1.0 (right).
See the main text for further details.

and two-loop effects in the h ! bb̄ amplitude (cf. Figure 1). While the two-loop corrections
contribute only at m

bb̄
= mh, the other two types of contributions are again spread over the

phase space. Since the O(↵
3
s) non-factorisable corrections due to QbG are relatively large

in the case of the inclusive h ! bb̄ decay width in (4.3), including them in the calculation
of the differential cross sections for the full process pp ! Zh ! `

+
`
�
bb̄ is necessary if

one wants to describe kinematic distributions such as m
bb̄

accurately. We also note that,
while the results shown in Figures 3 and 4 have been obtained for pT,Z 2 [150, 250]GeV,
qualitatively similar modifications of the m

bb̄
distribution due to QbG are found when the

transverse momentum of the Z boson is restricted to the other two stage 1.2 STXS regions
with pT,Z 2 [75, 150]GeV and pT,Z > 250GeV. As for the shapes, the observed differences
depend on the exact b-jet definition. In fact, they turn out to be more pronounced for a
larger radius R.

Another distribution that features interesting shape changes in the presence of a non-
zero Wilson coefficient cbG is the invariant mass m

bb̄j
of the two b-jets and an extra jet.

We built this observable from the set of two b-jets and one additional jet whose three-jet
invariant mass lies closest to the Higgs boson mass. Figure 5 shows two m

bb̄j
spectra for

cbG = 400 with a jet radius of R = 0.4 and R = 0.7 in the left and the right panel,
respectively. Also the modifications in the m

bb̄j
spectrum due to cbG 6= 0 are non-trivial

and R-dependent. In fact, the relative SMEFT effects are more pronounced at lower values
of m

bb̄j
and can reach up to around 40%. This feature can be qualitatively understood by

remembering that the leading Qbg contributions arise from the process h ! bb̄g, see (A.1),
while in the SM the corresponding matrix element is part of the NLO corrections. Relative
to the inclusive h ! bb̄ decay width, events with an additional jet will therefore occur
more likely in SMEFT scenarios with cbG 6= 0 than in the SM. Moreover, since the largest
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[Haisch, Scott, MW, Zanderighi, Zanoli '22]
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H production & background generators @ NNLO+PS

NEW WW generator [Lombardi, MW, Zanderighi ’21]

NEW

More to come …

MiNNLOPS has been extended to  colour-singlet processes  
(built in POWHEG-BOX-RES). 

[Lombardi, MW, Zanderighi ’20] 

2 → 2

NEW
ZZ generator with incoherent combination of   and  channels             
[Buonocore, Koole, Lombardi, Rottoli, MW, Zanderighi ’21]

qq̄ gg

VH generator interfaced with H→bb decay (t.b.a.)                               
[Zanoli, Chiesa, Re, MW, Zanderighi ‘21]

ggF Higgs production in POWHEG-BOX-V2 
 [Monni, Nason, Re, MW, Zanderighi ’19], [Monni, Re, MW ’20]

NEW
Top-quark pair generator now available              
[Mazzitelli, Monni, Nason, Re, MW, Zanderighi ’20]

NEW γγ generator (t.b.a.) [Gavardi, Oleari, Re ‘to appear]



Summary

Outlook

★ enormous progress on Higgs predictions in past years

★ in HTL:  N3LO inclusive and fully differential;  NNLO+PS and merged NLO+PS MCs

★ NNLO cross section in full theory; quark-mass dependence in distributions at NLO(+PS)

★ VH production and H ➙ bb decay at NNLO+PS in SM and SMEFT

★ differential NNLO(+PS) in full theory

★ N3LO for Higgsstrahlung (similar to Drell Yan), inclusive & differential? (VH+jet at NNLO known)

★ beyond NLO(+PS) for ttH and bbH



Summary

Outlook
★ differential NNLO(+PS) in full theory

★ N3LO for Higgsstrahlung (similar to Drell Yan), inclusive & differential? (VH+jet at NNLO known)

★ beyond NLO(+PS) for ttH and bbH

★ enormous progress on Higgs predictions in past years

★ in HTL:  N3LO inclusive and fully differential;  NNLO+PS and merged NLO+PS MCs

★ NNLO cross section in full theory; quark-mass dependence in distributions at NLO(+PS)

★ VH production and H ➙ bb decay at NNLO+PS in SM and SMEFT

Stay tuned !



Back Up



Marius Wiesemann    (MPP Munich) April 12th, 2022Higgs differential cross sections 38

MiNNLOPS: 2→1 colour-singlet processes
[Monni, Nason, Re, MW, Zanderighi '19], [Monni, Re, MW '20]

The reference fNNLO results of Matrix have been obtained by setting the central scales to the
invariant mass of the produced color singlet, i.e.

µR = µF = Q, Q = M`+`� ,M`�⌫̄`
,M`+⌫`

,mH , (22)

while the MiNNLOPS simulations are obtained using the default setup discussed in Section 3.
Scale uncertainties are obtained by varying the renormalisation and factorisation scales by a factor
of two about their central value while keeping 1/2  µR/µF  2. All MiNNLOPS results are
showered with Pythia8 [13], switching o↵ hadronization and underlying event.4 In all of the
results that follow, the NNLO prediction of Matrix is represented by a red, dashed curve with a
red band, while the MiNNLOPS prediction is shown in blue, solid.

4.1 Neutral-current and charged-current Drell Yan production

Process NNLO (Matrix) MiNNLOPS Ratio

pp ! H 39.64(1)
+10.7%
�10.4% pb 39.1(5)

+10.2%
�9.0% pb 0.987

pp ! `
+
`
�

1919(1)
+0.8%
�1.1% pb 1917(1)

+1.4%
�1.1% pb 0.999

pp ! `
�
⌫̄` 8626(4)

+1.0%
�1.2% pb 8643(4)

+1.7%
�1.5% pb 1.002

pp ! `
+
⌫` 11677(5)

+0.9%
�1.3% pb 11693(5)

+1.5%
�1.6% pb 1.001

Table 1: Total cross sections of the Drell Yan production processes. The number in brackets
denotes the numerical uncertainty on the last digit.

We start by discussing the total production rates of the DY processes, reported in Table 1. We
observe an excellent agreement between the NNLO QCD prediction and the MiNNLOPS result,
which are consistent at the few-permille level. We stress again that the two calculations use
di↵erent scale settings and are therefore expected to di↵er by e↵ects beyond NNLO. As one can see
from Table 1, these di↵erences are small and the central prediction of each calculation lies within
the perturbative uncertainty of the other. Moreover, we observe that the MiNNLOPS calculation
features a slightly larger scale uncertainty. This is due to the more conservative uncertainty
prescription adopted in the MiNNLOPS case, which involves varying the renormalisation scale
µR also in the Sudakov form factor ˜S(pT), defined in Eq. (24). This choice better reflects the
perturbative uncertainty associated with the MiNNLOPS matching procedure.

We continue by considering the rapidity distribution of the leptonic system in Z/�⇤ and W
�

production, shown in Fig. 3. The considerations made above for the inclusive cross section hold
in this case as well, and we observe a very good agreement between the MiNNLOPS and the
fNNLO predictions across the entire spectrum, with moderately larger perturbative uncertainties
in the MiNNLOPS case. In comparison to the Z rapidity distribution presented in Ref. [4], we
observe that the shape of the new MiNNLOPS result is much closer to the fNNLO prediction in

4
In the codes released with this paper, the POWHEG matching is performed with the option doublefsr 1 [24].

This provides a symmetric treatment of the q ! qg and g ! qq̄ final-state splittings in the definition of the starting

scale of the shower. This ensures a proper treatment of observables sensitive to radiation o↵ such configurations.

We have checked explicitly that the observables considered within this paper are una↵ected by that option.

11
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[Monni, Nason, Re, MW, Zanderighi '19], [Monni, Re, MW '20]

MiNNLOPS: 2→1 colour-singlet processes

dσ/bin [pb] pp→H@LHC 13 TeV

MiNNLOPS
NNLO (MATRIX)
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1.4
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Figure 6: The rapidity distribution of the Higgs boson (left) and its transverse momentum (right).
The lower panel shows the ratio of the NNLO and the MiNNLOPS predictions to the latter.

4.2 Higgs boson production

Process NNLO (Matrix) MiNNLOPS ratio

pp ! H 39.64(1)
+10.7%
�10.4% pb 38.03(2)

+10.2%
�9.0% pb 0.960

Table 2: Total cross sections of Higgs-boson production. The number in brackets denotes the
numerical uncertainty on the last digit.

Table 2 gives the inclusive Higgs cross section at fNNLO computed with Matrix and the
one obtained with the MiNNLOPS generator. As in the case of DY production, we observe a
good agreement between the two predictions that are well compatible within the quoted scale
uncertainties, and they are closer than in the original setup of Ref. [4]. The moderate numerical
di↵erence between the two results is due to the di↵erent scale settings in the two calculations.

The rapidity distribution of the Higgs boson is shown in the left plot of Fig. 6. The MiNNLOPS

and NNLO predictions are in mutually good agreement within the perturbative uncertainties. The
right plot of Fig. 6 shows the Higgs transverse-momentum distribution. This observable displays the
e↵ect of the MiNNLOPS scale setting in Eq. (14) compared to the one in the Matrix computation
in Eq. (22). The two scales di↵er significantly at low and moderate transverse momenta, while they
become identical at large transverse momentum pT,H & mH , where the MiNNLOPS and Matrix
predictions are in full agreement. We recall that the scales of the di↵erential NLO cross section for
FJ production in Eq. (8) can also be set to the transverse momentum as in Eq. (19). This choice,
used in the original publication [4], is more appropriate in regimes where the Higgs boson (or the
accompanying QCD jets) are produced with large transverse momentum.

14

Figure 3: The rapidity distribution of the leptonic pair in neutral- (left plot) and charged-current
(right plot) Drell Yan production. The lower panel shows the ratio of the NNLO and theMiNNLOPS

predictions to the latter.

dσ/bin [pb] pp→�+�-@LHC 13 TeV
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Figure 4: Rapidity distribution (left) and transverse momentum (right) of the positively charged
lepton in neutral-current Drell Yan production. The lower panel shows the ratio to the MiNNLOPS

prediction.
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dσ/bin [pb] pp→�+ν@LHC 13 TeV

MiNNLOPS
NNLO (MATRIX)

50

100

150

200

250

300

350

dσ/dσMiNNLOPS

y�+

0.7
0.8
0.9
1

1.1
1.2
1.3

-4 -3 -2 -1 0 1 2 3 4

Figure 5: Rapidity distribution of the charged lepton (left) and missing transverse momentum
(right) in charged-current Drell Yan production. The lower panel shows the ratio to the MiNNLOPS

prediction.

choice of the shower recoil scheme) plays a role in this improvement, as discussed in the previous
section.

Finally, we show a sample of kinematic distribution of the final-state leptons. For neutral-current
DY production we compare MiNNLOPS to fNNLO predictions for the rapidity distribution and
the transverse-momentum distribution of the positively charged lepton in Fig. 4. Similarly, in
the case of W+ production we show the same comparison for the missing transverse-momentum
distribution and for the rapidity distribution of the charged lepton in Fig 5. We observe a
very good agreement between the two calculations for the rapidity distributions, and for the
region of the transverse-momentum spectrum insensitive to shower e↵ects. Conversely, the parton
shower provides an improved description for pT,`+ (pmiss

T ) . 5GeV and pT,`+ (pmiss
T ) & mV /2

where the cross section is sensitive to multi particle emissions and therefore receives relevant
corrections from the parton shower that resums integrable, but large logarithmic terms. The
perturbative instability at the threshold is a well known feature of fixed-order calculations [25].
It appears at pT,`+ (pmiss

T ) ⇠ mV /2, since at LO, where the leptons are back-to-back and can
share only the available partonic centre-of-mass energy

p
ŝ = Q, the distribution is kinematically

restricted to the region pT,`+ (pmiss
T )  Q/2 and on-shell configurations Q ⇠ mV provide by far the

dominant contribution. The region pT,`+ (pmiss
T ) & mV /2 is filled only upon inclusion of higher-order

corrections, and the NNLO predictions becomes e↵ectively only NLO accurate, as indicated by the
enlarged uncertainty bands.

13
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NNLO+PS timeline
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[Buonocore, Koole, Lombardi, Rottoli, MW, Zanderighi '21]

✦ smallest cross section of massive VV, but very clean
✦ relevant background for Higgs and BSM

Daniele Lombardi November 23rd, 2021NNLO matched to Parton Shower for diboson processes 50

ZZ Phenomenology at LHC
[Buonocore, Koole, Lombardi, Rottoli, Wiesemann, Zanderighi ’21]
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VH x H ➙ bb @ NNLO+PS

NNLO+PS accuracy in both production and decay  

includes NNLO directly in event generation through MiNNLOPS method  

main production channel to observe  (largest branching fraction)H → bb̄

dσ/dpT, bb [fb/GeV] pp→W+H→e+ νebb@LHC 13 TeV
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advantageous. One should bear in mind, however, that such reshuffling is not completely
unambiguous and comes with some uncertainties on the bottom-quark kinematics. Thus,
ideally the bottom-quark kinematics should be described using massive bottom quarks at
amplitude level , i.e. a four-flavour scheme (4FS) calculation, but this is not always feasible
at high accuracy with current technology and also comes with other shortcomings [153].
Furthermore, it is important to be aware that in certain constellations a hard reconstructed
b-jet can come from a soft bottom quark and that the two selected b-jets may actually not
originate from the Higgs-boson decay. These occurrences are less likely when using the
flavour-kT algorithm.

4.5 Comparison to ATLAS data

σ[fb] pp→VH, V→leptons, H→bb@LHC 13 TeV
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Figure 7: Comparison of MiNNLOPS predictions to ATLAS data [130].

Figure 7 compares our MiNNLOPS predictions to recent ATLAS data [130]. The re-
spective cross sections are reported in table 4. The results correspond to W

±
H and ZH

production with all leptonic final states, i.e. `±⌫`bb̄, `+`�bb̄ and ⌫`⌫̄`bb̄ with ` 2 {e, µ, ⌧}.
It is clear that the measured V H cross sections are fully compatible with our predictions
within uncertainties. However, one must bear in mind that this measurement requires rel-
atively large lower cuts on the transverse momentum of the vector boson. Therefore, the
experimental error is quite large, being dominated mostly by the limited statistics. In fact,

– 23 –

see also [Alioli et al. ’19] see also [Alioli et al. ’20] 

[Zanoli, Chiesa, Re, MW, Zanderighi '21]

[Monni, Nason, Re, Zanderighi, MW '19], [Monni, Re, MW '20]
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SMEFT:  VH x H ➙ bb @ NNLO+PS

actions. Section 3 contains a brief description of the basic ingredients of the SMEFT
calculations for pp ! Zh and h ! bb̄ and their combination and implementation in our
NNLO+PS event generator. The impact of the SMEFT corrections on kinematic distribu-
tions in pp ! Zh ! `

+
`
�
bb̄ production at NNLO+PS is presented in Section 4 by using

simple benchmark scenarios for the Wilson coefficients. We conclude and present an outlook
in Section 5. The lenghty analytic expressions for the squared matrix elements that are
relevant for our work are relegated to Appendix A, while Appendix B contains numerical
estimates of higher-order QCD corrections associated to the subset of the SMEFT opera-
tors that are considered in this paper. The discussed corrections have been neglected in our
phenomenological study because they all turn out to contribute less than a percent once
existing experimental limits on the relevant Wilson coefficients are taken into account.

2 Preliminaries

In this article we consider the following set of dimension-six operators

QH2 = (H
†
H)2 (H

†
H) , QHD = (H

†
DµH)

⇤
(H

†
D

µ
H) ,

QbH = yb(H
†
H) q̄LbRH , QbG =

g
3
s

(4⇡)2
yb q̄L�µ⌫T

a
bRHG

a,µ⌫
, (2.1)

QHG =
g
2
s

(4⇡)2
(H

†
H)G

a

µ⌫G
a,µ⌫

, Q3G =
g
3
s

(4⇡)2
f
abc

G
a,⌫

µ G
b,�

⌫ G
c,µ

� ,

which appear in the full SMEFT Lagrangian

LSMEFT �

X

i

Ci

⇤2
Qi . (2.2)

Here 2 = @µ@
µ, �µ⌫ = i/2(�µ�⌫ � �⌫�µ) with �µ the usual Dirac matrices, H denotes the

SM Higgs doublet, qL is the left-handed third-generation quark doublet, bR is the right-
handed bottom-quark singlet, while gs =

p
4⇡↵s and G

a
µ⌫ denote the coupling constant and

the field strength tensor of QCD, respectively. The definition of the covariant derivative
is Dµ = @µ � igsG

a
µT

a with T
a being the SU(3) generators and f

abc denote the fully
antisymmetric QCD structure constants. The bottom-quark Yukawa coupling is defined
as yb =

p
2m̄b/v, with the MS bottom-quark mass m̄b and the Higgs vacuum expectation

value (VEV) v, while ⇤ denotes the new-physics mass scale that suppresses the dimension-
six operators Qi entering (2.2) and Ci are the corresponding Wilson coefficients. Notice
finally that in the case of QbH and QbG the sum over the hermitian conjugate in (2.1) is
understood.

The normalisations of the dimension-six operators introduced in (2.1) deserve some
additional comments. First, the two mixed-chirality operators QbH and QbG include a
factor of yb which serves as an order parameter and explicitly appears in a broad class
of ultraviolet (UV) completions that match onto the set of operators in (2.1). See for
example the discussions in [20, 21]. Second, the factors of gs and 1/(4⇡)

2 that arise in
the definition of QbG, QHG and Q3G guarantee that the associated Wilson coefficients CbG,
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production and decay as follows

d�NNLO+PS =
�
1 + 2ckin
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("

1� 2cbH +
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)
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h

�SMEFT

h

,

(3.12)

where we have factorised the term
�
1+2ckin

�2 that arises from the canonical normalisation
of the Higgs kinetic term. The results for �(h ! bb̄)

NNLO

SM
and �(h ! bb̄)

non,VV

SMEFT
can be

found in (3.4) and (3.10), d�SM

NNLO+PS
represents the NNLO+PS accurate differential cross

section obtained interfacing the MiNNLOPS calculation of the pp ! Zh generator [18] with
the reweighted MiNLO0 calculation of the h ! bb̄ generator [17], while d�

non,R+RV+RR

NNLO+PS

includes the non-factorisable corrections R, RV and RR that we compute as discussed
above. Notice that both �(h ! bb̄)

non,VV

SMEFT
and d�

non,R+RV+RR

NNLO+PS
depend linearly on the

Wilson coefficient cbG. We stress that the advantage of expressing (3.12) in this form
lies in the fact that arbitrary combinations of Wilson coefficients can be obtained without
recalculating any of the individual cross sections. Thus, variations of the Wilson coefficients
can be obtained a posteriori.

The last factor in (3.12) takes into account that the total decay width of the Higgs
boson that appears in (3.11) is modified by SMEFT effects. In our implementation we
employ the following result

�
SMEFT

h
=

�
1 + 2ckin

�
"
�
SM

h
�

�
2�cbH �KbG�noncbG

�
�(h ! bb̄)

LO

SM

+ 6KHGcHG�(h ! gg)
LO

SM

#
.

(3.13)

The LO expression for the partial decay width for h ! bb̄ can be found in (3.3) and the
corrections proportional to �(h ! bb̄)

LO

SM
have been included in (3.13) in the approximation

that treats the bottom quark as strictly massless. The relevant correction factors � and
�non have been defined in (3.4) and (3.6), respectively. The multiplicative factor KbG

encodes the QCD corrections up to N3LO related to the QbG contribution to the partial
decay width of h ! bb̄. The used numerical value of KbG = 1.622 follows from the semi-
analytic formula given below in (4.3). The term in �

SMEFT

h
proportional to

cHG =
v
2

⇤2
CHG , (3.14)

encodes the SMEFT corrections to the partial decay width of h ! gg involving a single
insertion of the operator QHG. The relevant diagrams are shown in Figure 2. These terms
start at O(↵

2
sCHG) since

�(h ! gg)
LO

SM =
↵
2
sm

3

h

72⇡3v2
. (3.15)
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boson that appears in (3.11) is modified by SMEFT effects. In our implementation we
employ the following result

�
SMEFT

h
=

�
1 + 2ckin

�
"
�
SM

h
�
�
2�cbH �KbG�noncbG

�
�(h ! bb̄)

LO

SM

+ 6KHGcHG�(h ! gg)
LO

SM

#
.

(3.13)

The LO expression for the partial decay width for h ! bb̄ can be found in (3.3) and the
corrections proportional to �(h ! bb̄)

LO

SM
have been included in (3.13) in the approximation

that treats the bottom quark as strictly massless. The relevant correction factors � and
�non have been defined in (3.4) and (3.6), respectively. The multiplicative factor KbG

encodes the QCD corrections up to N3LO related to the QbG contribution to the partial
decay width of h ! bb̄. The used numerical value of KbG = 1.622 follows from the semi-
analytic formula given below in (4.3). The term in �

SMEFT

h
proportional to

cHG =
v
2

⇤2
CHG , (3.14)

encodes the SMEFT corrections to the partial decay width of h ! gg involving a single
insertion of the operator QHG. The relevant diagrams are shown in Figure 2. These terms
start at O(↵

2
sCHG) since

�(h ! gg)
LO

SM =
↵
2
sm

3

h

72⇡3v2
. (3.15)

– 11 –

corrected Higgs width:

production and decay as follows

d�NNLO+PS =
�
1 + 2ckin

�2
("

1� 2cbH +
�(h ! bb̄)

non,VV

SMEFT

�(h ! bb̄)NNLO

SM

#
d�

SM

NNLO+PS

+ d�
non,R+RV+RR

NNLO+PS

)
�
SM

h

�SMEFT

h

,

(3.12)

where we have factorised the term
�
1+2ckin

�2 that arises from the canonical normalisation
of the Higgs kinetic term. The results for �(h ! bb̄)

NNLO

SM
and �(h ! bb̄)

non,VV

SMEFT
can be

found in (3.4) and (3.10), d�SM

NNLO+PS
represents the NNLO+PS accurate differential cross

section obtained interfacing the MiNNLOPS calculation of the pp ! Zh generator [18] with
the reweighted MiNLO0 calculation of the h ! bb̄ generator [17], while d�

non,R+RV+RR

NNLO+PS

includes the non-factorisable corrections R, RV and RR that we compute as discussed
above. Notice that both �(h ! bb̄)

non,VV

SMEFT
and d�

non,R+RV+RR

NNLO+PS
depend linearly on the

Wilson coefficient cbG. We stress that the advantage of expressing (3.12) in this form
lies in the fact that arbitrary combinations of Wilson coefficients can be obtained without
recalculating any of the individual cross sections. Thus, variations of the Wilson coefficients
can be obtained a posteriori.

The last factor in (3.12) takes into account that the total decay width of the Higgs
boson that appears in (3.11) is modified by SMEFT effects. In our implementation we
employ the following result

�
SMEFT

h
=

�
1 + 2ckin

�
"
�
SM

h
�

�
2�cbH �KbG�noncbG

�
�(h ! bb̄)

LO

SM

+ 6KHGcHG�(h ! gg)
LO

SM

#
.

(3.13)

The LO expression for the partial decay width for h ! bb̄ can be found in (3.3) and the
corrections proportional to �(h ! bb̄)

LO

SM
have been included in (3.13) in the approximation

that treats the bottom quark as strictly massless. The relevant correction factors � and
�non have been defined in (3.4) and (3.6), respectively. The multiplicative factor KbG

encodes the QCD corrections up to N3LO related to the QbG contribution to the partial
decay width of h ! bb̄. The used numerical value of KbG = 1.622 follows from the semi-
analytic formula given below in (4.3). The term in �

SMEFT

h
proportional to

cHG =
v
2

⇤2
CHG , (3.14)

encodes the SMEFT corrections to the partial decay width of h ! gg involving a single
insertion of the operator QHG. The relevant diagrams are shown in Figure 2. These terms
start at O(↵

2
sCHG) since

�(h ! gg)
LO

SM =
↵
2
sm

3

h

72⇡3v2
. (3.15)

– 11 –

44

and (3.2), this work provides the following marginalised 95% confidence level (CL) bound

cbH 2 [�0.13, 0.20] . (4.1)

In the case of cbG one instead has

cbG 2 [�438, 438] , (4.2)

at 95% CL, which has been obtained in [34] from an analysis of the transverse momen-
tum (pT ) spectrum of Z-boson production in association with b-jets as measured by ATLAS
in LHC Run II [60]. We add that the nominal strongest bound on cbG has been derived
in [34] and relies on high-mass b-jet pair production ATLAS data [61]. While this search
imposes cbG 2 [�149, 149] it is not clear to which extent a SMEFT treatment is trustworthy
in this high-mass region, so that we do not use it here. The present bounds from Higgs
physics on the Wilson coefficient cbG [35, 36] are weaker than the constraint given in (4.2).

4.1 Inclusive h ! bb̄ decay in the SMEFT

As a first application of the calculations outlined in Section 3 we extend the results for the
inclusive h ! bb̄ decay width in the SMEFT presented in [11] to the N3LO level in QCD
for massless bottom quarks. In terms of the LO SM inclusive decay width (3.3) we find
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(4.3)

if the renormalisation scale is identified with the Higgs boson mass by setting µ = mh.
Notice that the O(↵

3
s) corrections proportional to (1 + 2cfac) are known from the SM calcu-

lation of the h ! bb̄ decay [29–31]. The result for the O(↵
3
s) correction proportional to cbG

is instead new and given here for the first time. Notice that the latter terms enhance the
non-factorisable contribution due to QbG by around 60%, which provides a clear motivation
to incorporate them in our NNLO+PS generator. The corrections associated with QHG

and Q3G are very small and not included in (4.3). See the discussion in Appendix B.
Using (4.3) one can now study the possible numerical impact of the set of dimension-six

operators introduced in (2.1). Allowing for instance cbH (cbG) to vary within its experimen-
tally allowed 95% CL range in eqs. (4.1) and (4.2), while setting all other Wilson coefficients
to zero, leads to the following relative shifts in the inclusive h ! bb̄ decay width:

�(h ! bb̄)
N

3
LO

SMEFT

�(h ! bb̄)N
3
LO

SM

� 1 2

8
<

:
[�39, 26]% for (4.1) and ckin = cbG = 0 ,

[�6.3, 6.3]% for (4.2) and ckin = cbH = 0 .

(4.4)

Thus, there is a hierarchy between the possible SMEFT effects in the h ! bb̄ decay
rate, with the non-factorisable contributions due to QbG being smaller by a factor of O(5)

than the factorisable corrections that are associated to QbH (as well as QH2 and QHD).

– 13 –

N3LO QCD inclusive H ➙ bb decay width:

and (3.2), this work provides the following marginalised 95% confidence level (CL) bound

cbH 2 [�0.13, 0.20] . (4.1)

In the case of cbG one instead has

cbG 2 [�438, 438] , (4.2)

at 95% CL, which has been obtained in [34] from an analysis of the transverse momen-
tum (pT ) spectrum of Z-boson production in association with b-jets as measured by ATLAS
in LHC Run II [60]. We add that the nominal strongest bound on cbG has been derived
in [34] and relies on high-mass b-jet pair production ATLAS data [61]. While this search
imposes cbG 2 [�149, 149] it is not clear to which extent a SMEFT treatment is trustworthy
in this high-mass region, so that we do not use it here. The present bounds from Higgs
physics on the Wilson coefficient cbG [35, 36] are weaker than the constraint given in (4.2).

4.1 Inclusive h ! bb̄ decay in the SMEFT

As a first application of the calculations outlined in Section 3 we extend the results for the
inclusive h ! bb̄ decay width in the SMEFT presented in [11] to the N3LO level in QCD
for massless bottom quarks. In terms of the LO SM inclusive decay width (3.3) we find

�(h ! bb̄)
N

3
LO

SMEFT =

(
(1 + 2cfac)


1 +

↵s

⇡
5.67 +

⇣
↵s

⇡

⌘2

29.15 +

⇣
↵s

⇡

⌘3

41.76

�

+

⇣
↵s

⇡

⌘2 m
2

h

3v2

h
1 +

↵s

⇡
17.32

i
cbG

)
�(h ! bb̄)

LO

SM ,

(4.3)

if the renormalisation scale is identified with the Higgs boson mass by setting µ = mh.
Notice that the O(↵

3
s) corrections proportional to (1 + 2cfac) are known from the SM calcu-

lation of the h ! bb̄ decay [29–31]. The result for the O(↵
3
s) correction proportional to cbG

is instead new and given here for the first time. Notice that the latter terms enhance the
non-factorisable contribution due to QbG by around 60%, which provides a clear motivation
to incorporate them in our NNLO+PS generator. The corrections associated with QHG

and Q3G are very small and not included in (4.3). See the discussion in Appendix B.
Using (4.3) one can now study the possible numerical impact of the set of dimension-six

operators introduced in (2.1). Allowing for instance cbH (cbG) to vary within its experimen-
tally allowed 95% CL range in eqs. (4.1) and (4.2), while setting all other Wilson coefficients
to zero, leads to the following relative shifts in the inclusive h ! bb̄ decay width:

�(h ! bb̄)
N

3
LO

SMEFT

�(h ! bb̄)N
3
LO

SM

� 1 2

8
<

:
[�39, 26]% for (4.1) and ckin = cbG = 0 ,

[�6.3, 6.3]% for (4.2) and ckin = cbH = 0 .

(4.4)

Thus, there is a hierarchy between the possible SMEFT effects in the h ! bb̄ decay
rate, with the non-factorisable contributions due to QbG being smaller by a factor of O(5)

than the factorisable corrections that are associated to QbH (as well as QH2 and QHD).

– 13 –

[Haisch, Scott, MW, Zanderighi, Zanoli '22]


