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FIG. 33: Distributions of mT for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.
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FIG. 34: Distributions of p!T for W boson decays to µν (left) and eν (right) final states in simulated (histogram) and
experimental (points) data. The simulated distribution is based on the true W -boson mass value that maximizes the
likelihood in data and includes backgrounds (shaded). The likelihood is computed using events between the two
arrows.

applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table X).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. 39-41 [64]. The
systematic uncertainties considered in Table VIII would induce additional expected shifts upon changing fit ranges,
which are not displayed in the error bars.

[1] S. Glashow, Nucl. Phys. 22, 579 (1961); A. Salam and J. C. Ward, Phys. Lett. 13, 168 (1964); S. Weinberg, Phys. Rev.
Lett. 19, 1264 (1967).

[2] P. W. Anderson, Phys. Rev. 130, 439 (1963); F. Englert and R. Brout, Phys. Rev. Lett. 13, 321 (1964); P. W. Higgs,
Phys. Rev. Lett. 13, 508 (1964); G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble, Phys. Rev. Lett. 13, 585 (1964).
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provide Z-boson control samples (Z → ee and Z → µµ) to measure the detector response, resolution and efficiency
as well as the boson pT distributions. The details of the event selection criteria are described in Ref. [43].

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the
W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum
conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried
away by collision products that remain close to the beam axis, outside the instrumented regions of the detector. By
design of the detector, such products have small transverse momentum. The transverse momentum vector sum of all
detectable collision products accompanying the W or Z boson is defined as the hadronic recoil !u = ΣiEi sin(θi)n̂i,
where the sum is performed over calorimeter towers [51] with energy Ei, polar angle θi, and transverse directions
specified by unit vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded
from this sum. The transverse momentum vector of the neutrino !p ν

T is inferred as !p ν
T ≡ −!p "

T −!u from !pT conservation,
where !p "

T is the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse

mass is defined using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − !p "
T · !p ν

T ) [52]. High-purity

samples of W bosons are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |!u| < 15 GeV, and
60 < mT < 100 GeV. This selection retains samples containing precise MW information and low backgrounds. The
final samples of W and Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537)
W → µν (Z → µµ) candidates.
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FIG. 3: Distribution of (left) dimuon and (right) dielectron mass for candidate Z → µµ and Z → ee decays,
respectively. The data (points) are overlaid with the best-fit simulation template including the photon-mediated
contribution (histogram). The arrows indicate the fitting range.

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as
functions of MW from a custom Monte Carlo simulation which has been designed and written for this analysis. A
binned likelihood is maximized to obtain the mass and its statistical uncertainty. The kinematic properties of W
and Z-boson production and decay are simulated using the resbos program [53–55], which calculates the differential
cross section with respect to boson mass, transverse momentum and rapidity, for boson production and decay. The
calculation is performed at next-to-leading order in perturbative quantum chromodynamics (QCD), along with next-
to-next-to leading logarithm resummation of higher-order radiative quantum amplitudes. resbos offers one of the
most accurate theoretical calculations available for these processes. The nonperturbative model parameters in resbos

and the QCD interaction coupling strength αs are external inputs needed to complete the description of the boson
pT spectrum, and are constrained from the high-resolution dilepton p""T spectrum of the Z-boson data and the pWT
data spectrum. Electromagnetic radiation from the leptons is modeled with the photos program [56], which is
calibrated [57] to the more accurate horace program [58]. We use the nnpdf3.1 [59] parton distribution functions
(PDFs) of the (anti)proton, since they incorporate the most complete relevant data sets of the available NNLO
PDFs. Using 25 symmetric eigenvectors of the nnpdf3.1 set, we estimate a PDF uncertainty of 3.9 MeV. We find
that the ct18 [60], mmht2014 [61] and nnpdf3.1 NNLO PDF sets give consistent results for the W -boson mass,
within ± 2.1 MeV of the midpoint of the interval spanning the range of values. The model-dependent nature of the
analysis implies that future improvements or corrections in any relevant theoretical modeling can be used to update
our measurement quantifiably (see Sec. IV of the supporting material).
The custom simulation includes a detailed calculation of the lepton and photon interactions in the detector [39,



Muon momentum calibration
First step is the alignment of the drift chamber (the “central outer tracker” or COT)


Two degrees of freedom (shift & rotation) for each of 2520 cells made up of twelve sense wires 
constrained using hit residuals from cosmic-ray tracks

3

next.

Fig. 2. A section of an aluminum endplate of the COT, reproduced from [7]. The
slots cut in the endplates anchor individual drift cells containing 12 sense wires
each.

The radial spacing between sense wires in a cell is 5.8 mm [7]. The wires
are attached at their ends to rigid cards which are precision-mounted on the
COT endplates. In the alignment model, each cell’s profile at the endplates is
described by a straight line (see Fig. 3). Thus, the degrees of freedom to be
constrained in order to precisely locate each sense wire at each endplate are
the following:

(1) the transverse (x, y) coordinates of the center of each cell, at the longi-
tudinal (z) coordinate ±155 cm of the two endplates.

(2) the tilt angle (τ) of each cell relative to the radial vector from the trans-
verse origin to the center of the cell at z = ±155 cm.

We parameterize the former degrees of freedom in terms of symmetrized (i.e.
averaged over the two endplates) and anti-symmetrized (i.e. difference between
the two endplates) cell-center coordinates. The advantage of these definitions is
that the symmetrized and anti-symmetrized cell-coordinate residuals are, to a
large extent, uncorrelated because of the approximately uniform and symmet-
ric distribution of the cosmic rays in the z-coordinate. The symmetrized cell-
coordinate residuals are averaged over z, while the anti-symmetrized correc-
tions are sensitive to the dependence of the hit residuals on the z-coordinate.

The cell-tilt angle (τ) is designed to account for the Lorentz angle of the drift
direction given the magnitude of the electric field, the spectrometer magnetic
field and the drift speed. The alignment corrects for small deviations in the cell
tilt. The corrections are found to be almost the same for the two endplates.

4

CMM measurements. After applying the alignment corrections iteratively, the
residuals converge to zero within a statistical precision of ≈ 0.5 µm, as shown
in Fig. 9.
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Fig. 8. Symmetric alignment corrections measured with cosmic-ray residuals, after
the CMM measurements are applied in the track reconstruction. The superlayers
are numbered starting from the innermost (sl0) to the outermost (sl7). The plots
on the left (right) correspond to the stereo (axial) superlayers.

The asymmetric alignment correction constants extracted from the cosmic-ray
data are shown for each cell in all superlayers in Fig. 10. These constants are
defined as half of the difference between the east and west endplate corrections.
The |z0| < 60 cm requirement not only reduces the total cosmic-ray sample
size by a factor of 2.5, but also reduces the lever-arm for measuring the z-
dependence of the residuals, particularly for the superlayers at small radius. As
a result, the asymmetric constants have a statistical precision of ≈ 2 µm. After
applying these corrections iteratively, the mean residuals shown in Fig. 11 are
obtained. The convergence to zero is very good, except for a few cells that
are close to the horizontal plane 3 in the upper half of the stereo superlayers
(labelled sl0, sl2, sl4 and sl6 respectively).

The corrections to the cell-tilt angle before applying the cosmic-ray alignment
procedure are shown in Fig. 12; the residual deviations after a few iterations

3 The horizontal plane is defined by φ = 0 where cells numbered zero are located.
Cells numbered half of the maximum are located at φ = π.
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Fig. 23. Track parameter pulls as functions of z0 after applying the cosmic-ray
corrections.
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Two parameters for the electrostatic deflection of the wire within the chamber constrained using difference 
between fit parameters of incoming and outgoing cosmic-ray tracks
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Fig. 17. The mean ∆D as a function of local track coordinate Ytrack in the cell for
the eight superlayers.
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Fig. 18. Track parameter pulls after the CMM measurements are applied in the
track reconstruction, shown with the mean (µ) and standard deviation (σ).
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Fig. 19. Track parameter pulls after applying the cosmic-ray corrections, shown with
the mean (µ) and standard deviation (σ).
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Before After

Fig. 4. Display of a cosmic-ray event recorded in coincidence with a beam crossing,
in the absence of a pp̄ collision. The reconstructed helical track trajectory shown in
the bottom half of the chamber is found using the standard CDF tracking algorithm.
The top half of the trajectory is found using the dedicated cosmic-ray reconstruction
algorithm [3], which also combines all the hits into a single dicosmic track. The
reconstructed track has pT ≈ 69 GeV and η ≈ 0.2. The COT hits are shown at
z = 0, resulting in a staggering of displayed hits in stereo superlayers.

The distributions of the azimuthal direction of propagation and the momen-
tum are shown in Fig. 6.

The sample contains about 20%more positively charged than negatively charged
muons, with similar momentum distributions between the two. The residuals
with respect to the two-sided helical track fit (referred to as the “dicosmic
track”) are an unbiased measurement of relative misalignments of the sense
wires if and only if the true parameters of the cosmic ray trajectory are the
same on the two sides of the COT. In this case, fitting the hits on both sides
with a single helix represents a valid model of the muon’s trajectory. In prac-
tice, the muon loses on average ≈ 20 MeV of energy while passing through the
silicon tracking detector. As a result, the latter half of the trajectory has lower
momentum and the hit residuals will be biased with respect to the dicosmic
track. Fortunately, this bias is in opposite directions for positive and negative
tracks. We weight the positive and negative muons in inverse proportion to
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FIG. S9: Representative dimuon mass fits (histogram) to data (circles), in the ranges 〈1/pµT 〉 = (0.15, 0.1625) GeV−1

(left) and 〈1/pµT 〉 = (0.1875, 0.2) GeV−1 (right) of the J/ψ → µµ data. The arrows enclose the fit range. Each fitting
template includes a linear background shape which is separately constrained by including wider sidebands in the fit
region.

The muon pT threshold is increased by 200 MeV to check the sensitivity to unmodeled effects such as trigger
efficiencies; the resulting mismodeling visibly distorts the simulation-to-data agreement in the pT (J/ψ) distribution
compared to Fig. S7. The change in ∆p/p of 18 ppm is taken as the associated uncertainty. Increasing the muon
pT threshold by more than 200 MeV does not change the systematic variation, because the latter is induced by the
displacement of the third bin from the right in Fig. 2 (left) of the main paper, relative to the fitted straight line. This
point is eliminated when the muon pT threshold is increased by 200 MeV.

The fit range is changed by ±20% to check the sensitivity to the modeling of resolution tails. The 2 ppm change
in ∆p/p is taken as the uncertainty. Since templates are simulated in 4 ppm steps of ∆p/p, we take half the step size
as a systematic uncertainty due to the finite step size. Finally, the uncertainty on the known value of the J/ψ mass
contributes 4 ppm to the uncertainty on ∆p/p.

B. Υ → µµ calibration

The Υ(1S) → µµ sample provides a valuable additional source of calibration. The Υ(1S) meson mass of MΥ =
9460.30 ± 0.26 MeV [10] lies between the J/ψ meson mass and the W and Z boson masses, providing an important
intermediate point to the calibration. Additionally, since all Υ mesons are produced promptly, the transverse beam
position can be added as a constraint (beam constraint) in the reconstruction of their decay products, reproducing the
reconstruction procedure for tracks from W and Z bosons and allowing a consistency check of the beam-constraint
procedure [107]. The selection of the Υ(1S) → µµ candidates is described in Ref. [43].

We use pythia [101, 102] to generate a sample of Υ(1S) → µµ decays. As with the J/ψ → µµ decays, we simulate
QED radiation in Υ(1S) → µµ decays using the NLO Kuraev-Fadin form factor of Eq. (S5), which again represents
an update compared to [43] where the LO Kuraev-Fadin form factor of Eq. (S6) was used. The generator is tuned
to improve the modeling of the meson momentum and polarization, as described in Ref. [43]. After this tuning, the
kinematic properties of the Υ and the final-state muons are well described, as shown in Fig. S10.

The Υ data are corrected for the magnetic field nonuniformity measured in J/ψ data (see Sec. VI A). By fitting for
∆p/p as a function of 〈1/pT 〉, we find that the ionizing material scale factor determined with J/ψ data also makes
the fitted Υ mass values independent of 〈1/pT 〉, demonstrating consistency between the two calibration samples, as
shown in Fig. S11.

Allowing for differences in the phase space populated by the muons in the various samples, we measure the COT
longitudinal scale and twist parameters of Eq. (S8) in Υ → µµ data, finding sz = (−230 ± 100stat) ppm and t =
(7.0 ± 1.2stat) × 10−6 m−1 for muon tracks with the beam constraint. The measurements of ∆p/p versus ∆ cot θ
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FIG. S8: (left) Measured ∆p/p (per mille) as a function of the mean cot θ of the muon pair from J/ψ decay, after
requiring |∆ cot θ| < 0.1 and including corrections. (right) Measured ∆p/p as a function of ∆ cot θ of the muon pair
from J/ψ decay, after including corrections.

a relative rotation of the east and west endplates (twist) of the COT. The following corrections to the track cot θ and
curvature (c) are made:

cot θ → (1 + sz) cot θ , c → c− t cot θ, (S8)

with the COT longitudinal-scale parameter sz = (45 ± 9stat) parts per million (ppm) and the COT twist correction
t = (3.6± 0.6stat)× 10−6 m−1. Figure S8 shows that these corrections eliminate the dependence of ∆p/p on ∆ cot θ
originally present due to these global COT deformations [39, 43].

An inaccuracy in the modeling of the ionizing material in the tracking detectors induces a linear dependence of ∆p/p
on 〈1/pµT 〉, the mean unsigned curvature of the two muons [39, 43]. A scale factor of 0.974 applied to the simulated
amount of ionizing material eliminates such dependence, as shown in Fig. 2 (left) of the main text. The 2.6% relative
correction to the passive material removes a linear slope with an end-to-end variation of 80 ppm. Using the post-
correction linear fit to extrapolate to zero mean curvature, we find ∆p/p = (−1401 ± 2stat ± 11slope/material) ppm.
Examples of J/ψ → µµ mass fits are shown in Fig. S9.

Systematic uncertainties on the momentum-scale correction extracted from J/ψ → µµ decays are listed in Table S2.
A major reduction in the systematic uncertainty with respect to Ref. [43] is due to the use of the NLO QED Kuraev-
Fadin form factor of Eq. (S5) rather than the leading-order (LO) expression of Eq. (S6). The QED systematic
uncertainty from missing higher orders is estimated by evaluating the effect of the β2 terms in Eq. (S5), and is found
to be 1 ppm.

The correction for magnetic-field nonuniformity to J/ψ,Υ → µµ and W (Z) → $ν($$) data shifts the respective mass
determinations in the same direction, resulting in a partial cancellation of the corresponding uncertainty. Propagating
the uncertainty on the magnetic field correction results in a residual uncertainty of 13 ppm on ∆p/p, reflecting the
difference in the polar-angle distributions of the charged leptons in the two samples.

The purely statistical uncertainty of 2 ppm on the ∆p/p correction at zero curvature is found by fixing the slope in
the fit to ∆p/p as a function of 〈1/pµT 〉. The uncertainty in the ionizing material correction dominates the uncertainty
of 11 ppm in the extrapolation.

The scale factor on the COT hit-resolution (see Sec. III) is determined using the Σχ2 of the five highest momentum
bins in the 〈1/pµT 〉-binned J/ψ mass fits, which are most sensitive to the hit resolution. The rms of the bin-to-bin
variation in this scale factor is 0.9%, which translates into an uncertainty on ∆p/p of 10 ppm.

A linear background model is included in the J/ψ → µµ mass-fitting templates. The shape of the background is
separately constrained by widening the fitting region to include sidebands. The background parameters are tuned by
χ2 minimization while repeating the template fit including the wider sidebands. This procedure allows the sidebands
to constrain the background normalization and slope under the peak, independently from the momentum scale. The
background parameters are found to be statistically uncorrelated. With the background thus determined, it is fixed
in the final template fit for the momentum scale using the default fitting region. The uncertainty in ∆p/p due to
background modeling is 7 ppm, dominated by the uncertainty in the slope of the background.

The uncertainty in the COT longitudinal scale correction sz in Eq. (S8) propagates to an uncertainty on ∆p/p of
4 ppm. The systematic uncertainty due to the twist (t) correction is negligible.
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FIG. 12: Distribution of dimuon mass for the best-fit templates (histograms) and the data (circles) in the Υ → µµ
sample used to calibrate the muon momentum scale. The muon tracks are reconstructed with (left) or without
(right) a constraint to the beam position in the transverse plane. The arrows enclose the fit range. Each fitting
template includes a background shape which is separately constrained by including wider sidebands in the fit region.

with a combination χ2-probability of 51% taking the correlations listed in Table II into account. The J/ψ → µµ and
BC Υ → µµ measurements contribute weights of 62% and 38%, respectively.

In our previous analysis [19], an additional systematic uncertainty was quoted to cover an inconsistency between
the NBC and BC Υ → µµ mass fits. In this analysis we resolve the inconsistency caused by the beam-constraining
procedure, eliminating the additional systematic uncertainty and increasing the measured MW value by ≈ 10 MeV.
The beam-constraining procedure in the CDF track reconstruction software extrapolates the tracks found in the COT
inward to the transverse position of the beamline. This extrapolation can and should take into account the energy
loss in the material inside the inner radius of the COT (i.e., the beampipe, the silicon vertex detector and its services)
to infer and update the track parameters at the beam position before applying the beam constraint. However, this
update had been deactivated in the reconstruction software used for the previous analysis. By activating this updating
extrapolator, the flaw in the BC Υ → µµ mass is corrected, which changes the momentum scale derived from it.

D. Z → µµ mass measurement and calibration

The Z → µµ sample of 238 537 events is selected following Ref. [19] and a blinded mass fit is performed (see
Sec. I) using the momentum calibration given in Eq. (10). The Z → µµ invariant mass templates are produced from
the custom simulation using the resbos event generator. The photos program is used to generate FSR photons
and the mass shift is calibrated to the horace generator (Sec. IV). A binned maximum likelihood fit in the range
83 190 < mµµ < 99 190 MeV (Fig. 3 of the main text) yields the mass measurement in the muon decay channel

MZ = 91 192.0± 6.4stat ± 4.0syst MeV . (11)

This result is the most precise determination of MZ at a hadron collider and is in good agreement with the world-
average value of MZ = 91 187.6± 2.1 MeV [22], providing a sensitive consistency check of the momentum calibration.
Systematic uncertainties on MZ are due to uncertainties on the momentum calibration from Eq. (10) (2.3 MeV), the
COT global longitudinal scale parameter sz from Eq. (8) as determined using BC Υ → µµ data (1.0 MeV), and QED
radiative corrections (3.1 MeV).

Combining this measurement with the calibration of Eq. (10) from J/ψ and Υ data, and taking the COT global
longitudinal scale and QED uncertainties to be fully correlated, we obtain

[∆p/p]J/ψ+Υ+Z = (−1389± 25) ppm . (12)

This momentum calibration is applied to the W -boson data for the MW measurement.
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provide Z-boson control samples (Z → ee and Z → µµ) to measure the detector response, resolution and efficiency
as well as the boson pT distributions. The details of the event selection criteria are described in Ref. [43].

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the
W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum
conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried
away by collision products that remain close to the beam axis, outside the instrumented regions of the detector. By
design of the detector, such products have small transverse momentum. The transverse momentum vector sum of all
detectable collision products accompanying the W or Z boson is defined as the hadronic recoil !u = ΣiEi sin(θi)n̂i,
where the sum is performed over calorimeter towers [51] with energy Ei, polar angle θi, and transverse directions
specified by unit vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded
from this sum. The transverse momentum vector of the neutrino !p ν

T is inferred as !p ν
T ≡ −!p "

T −!u from !pT conservation,
where !p "

T is the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse

mass is defined using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − !p "
T · !p ν

T ) [52]. High-purity

samples of W bosons are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |!u| < 15 GeV, and
60 < mT < 100 GeV. This selection retains samples containing precise MW information and low backgrounds. The
final samples of W and Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537)
W → µν (Z → µµ) candidates.
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FIG. 3: Distribution of (left) dimuon and (right) dielectron mass for candidate Z → µµ and Z → ee decays,
respectively. The data (points) are overlaid with the best-fit simulation template including the photon-mediated
contribution (histogram). The arrows indicate the fitting range.

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as
functions of MW from a custom Monte Carlo simulation which has been designed and written for this analysis. A
binned likelihood is maximized to obtain the mass and its statistical uncertainty. The kinematic properties of W
and Z-boson production and decay are simulated using the resbos program [53–55], which calculates the differential
cross section with respect to boson mass, transverse momentum and rapidity, for boson production and decay. The
calculation is performed at next-to-leading order in perturbative quantum chromodynamics (QCD), along with next-
to-next-to leading logarithm resummation of higher-order radiative quantum amplitudes. resbos offers one of the
most accurate theoretical calculations available for these processes. The nonperturbative model parameters in resbos

and the QCD interaction coupling strength αs are external inputs needed to complete the description of the boson
pT spectrum, and are constrained from the high-resolution dilepton p""T spectrum of the Z-boson data and the pWT
data spectrum. Electromagnetic radiation from the leptons is modeled with the photos program [56], which is
calibrated [57] to the more accurate horace program [58]. We use the nnpdf3.1 [59] parton distribution functions
(PDFs) of the (anti)proton, since they incorporate the most complete relevant data sets of the available NNLO
PDFs. Using 25 symmetric eigenvectors of the nnpdf3.1 set, we estimate a PDF uncertainty of 3.9 MeV. We find
that the ct18 [60], mmht2014 [61] and nnpdf3.1 NNLO PDF sets give consistent results for the W -boson mass,
within ± 2.1 MeV of the midpoint of the interval spanning the range of values. The model-dependent nature of the
analysis implies that future improvements or corrections in any relevant theoretical modeling can be used to update
our measurement quantifiably (see Sec. IV of the supporting material).

The custom simulation includes a detailed calculation of the lepton and photon interactions in the detector [39,
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance
peak as a function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in
black, has a slope consistent with zero (17± 34 keV). The corresponding values of ∆p/p extracted from fits to the
Υ → µµ and Z → µµ resonance peaks are also shown. The combination of all these ∆p/p measurements yields the
momentum correction labelled “combined” which is applied to the lepton tracks in W -boson data. (Right)
Distribution of E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small
background from hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron
energy calibration. The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see
Fig. 13 in the supporting online material for this paper), is compatible with zero. In this and other figures, “PKS”
refers to the Kolmogorov-Smirnov probability of agreement between the shapes of the data and simulated
distributions.

The use of proton-antiproton collisions reduces uncertainties on the momenta of the partons and the corresponding
MW uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the
latter of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron
further restricts the parton momenta to a range in which their distributions are known more precisely, compared to
the relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. While the LHC dataset
is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs helps
to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 fb−1 of pp̄ collisions collected by the CDF II
detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of these data [41, 43].
In this cylindrical detector, trajectories of charged particles (tracks) produced in the collisions are measured using a
wire drift chamber (COT) [47] immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles
are also provided by electromagnetic (EM) and hadronic calorimeters surrounding the COT. The calorimeter elements
have a projective tower geometry, with each tower pointing back to the average beam collision point at the center of
the detector. Additional drift chambers [48] surrounding the calorimeters identify muon candidates as penetrating
particles. The momentum perpendicular to the beam axis (cylindrical z-axis) is denoted as pT (if measured in the
COT) or ET (if measured in the calorimeters). The measurement uses high-purity samples of electron and muon
(together referred to as lepton) decays of the W boson, W → eν and W → µν, respectively.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [49] are selected online by the
trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν
decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy
deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [50].
Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with
ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT
and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons
are required to be central in pseudorapidity (|η| < 1) [49] and within the fiducial region where the relevant detector
systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the
Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-
charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV
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FIG. 13: (Left) Measured calorimeter energy scale in bins of electron tower in W → eν data after corrections are
applied, with the line SE = 1 overlaid. The towers are numbered in order of increasing |η| and each tower subtends
∆η ≈ 0.11. (Right) Distribution of E/p for Z → ee data (circles) after the full energy-scale calibration; the best-fit
template (histogram) is overlaid. The fit region is enclosed by arrows.

VII. ELECTRON MOMENTUM MEASUREMENT

An electron radiates bremsstrahlung photons as it traverses the approximately 19% of a radiation length in the
tracking volume [12], which degrades its track momentum resolution. Most of these photons are coalesced with the
electron shower in the calorimeter, therefore we use the higher-resolution calorimeter energy measurement for the
MW and MZ fits. The calibration of the track momentum p is transferred to the calorimeter energy E by fitting the
distribution of their ratio, E/p. The mean of the ratio is used to improve the spatial and temporal uniformity of
the calorimeter response, by applying corrections as functions of electron position and experiment running time. The
distribution of the ratio is also used to determine the amount of radiative material upstream and in the calorimeter.
The calorimeter calibration is verified by measuring the mass of the Z boson in Z → ee events. After this validation,
the MZ measurement is used as an additional calibration source for the MW measurement.

A. E/p calibration

Following event reconstruction [31], the mean E/p in the range 0.9–1.1 is used to correct 1–2% response variations
in electron-energy measurement in the data. These variations are mapped as functions of distance from tower edges
in φ and z and corrected following Refs. [12, 19]. The spatial uniformity calibration has improved because of the
increased sample size of the data. Furthermore, a temporal uniformity calibration of the EM calorimeter is introduced
in this analysis; assuming azimuthal symmetry, the calorimeter response in each longitudinal tower is studied as
functions of experiment operational time, and the time-dependence is corrected for. Next, the likelihood fits for the
calorimeter energy scale are performed separately in the eight longitudinal towers. Applying these corrections to the
data eliminates the dependence on electron |η| (Fig. 13).

The amount of radiative material is simulated using a fine-grained three-dimensional lookup table, as described
in Sec. III. The tail of the E/p distribution (E/p > 1.12), which is sensitive to the total number of radiation
lengths traversed, is used to tune the latter in the simulation by performing a maximum likelihood fit. We obtain a
multiplicative factor SW

mat = 1.0493± 0.0016stat ± 0.0012QCD (SZ
mat = 1.0428± 0.0060stat) to the number of radiation

lengths in the simulation, where the QCD systematic uncertainty refers to background contamination due to QCD
jets. The results from W and Z data are statistically consistent within 1σ and are combined to give the correction
SW,Z
mat = 1.0488 ± 0.0020 applied to the simulation. Figure 14 shows the E/p distributions for both W → eν and

Z → ee data after the correction factor is applied. Displayed on each of these distributions in this figure is the
quantity ∆Smat ≡ Smat − 1, which averages to zero over the W → eν and Z → ee samples.

The accurate simulation of electron and photon showers requires knowledge of the amount of CEM material [37].
The relative fraction of electron candidates with low E/p (0.90 < E/p < 0.93) to those in the range 0.90 < E/p < 1.09
is sensitive to longitudinal shower leakage, and hence the CEM thickness in radiation lengths. A maximum likelihood
fit to this fraction is used to tune the radiation-length (X0) thickness of each tower by ≈ 0.1X0. The statistical
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FIG. 13: (Left) Measured calorimeter energy scale in bins of electron tower in W → eν data after corrections are
applied, with the line SE = 1 overlaid. The towers are numbered in order of increasing |η| and each tower subtends
∆η ≈ 0.11. (Right) Distribution of E/p for Z → ee data (circles) after the full energy-scale calibration; the best-fit
template (histogram) is overlaid. The fit region is enclosed by arrows.

VII. ELECTRON MOMENTUM MEASUREMENT

An electron radiates bremsstrahlung photons as it traverses the approximately 19% of a radiation length in the
tracking volume [12], which degrades its track momentum resolution. Most of these photons are coalesced with the
electron shower in the calorimeter, therefore we use the higher-resolution calorimeter energy measurement for the
MW and MZ fits. The calibration of the track momentum p is transferred to the calorimeter energy E by fitting the
distribution of their ratio, E/p. The mean of the ratio is used to improve the spatial and temporal uniformity of
the calorimeter response, by applying corrections as functions of electron position and experiment running time. The
distribution of the ratio is also used to determine the amount of radiative material upstream and in the calorimeter.
The calorimeter calibration is verified by measuring the mass of the Z boson in Z → ee events. After this validation,
the MZ measurement is used as an additional calibration source for the MW measurement.

A. E/p calibration

Following event reconstruction [31], the mean E/p in the range 0.9–1.1 is used to correct 1–2% response variations
in electron-energy measurement in the data. These variations are mapped as functions of distance from tower edges
in φ and z and corrected following Refs. [12, 19]. The spatial uniformity calibration has improved because of the
increased sample size of the data. Furthermore, a temporal uniformity calibration of the EM calorimeter is introduced
in this analysis; assuming azimuthal symmetry, the calorimeter response in each longitudinal tower is studied as
functions of experiment operational time, and the time-dependence is corrected for. Next, the likelihood fits for the
calorimeter energy scale are performed separately in the eight longitudinal towers. Applying these corrections to the
data eliminates the dependence on electron |η| (Fig. 13).

The amount of radiative material is simulated using a fine-grained three-dimensional lookup table, as described
in Sec. III. The tail of the E/p distribution (E/p > 1.12), which is sensitive to the total number of radiation
lengths traversed, is used to tune the latter in the simulation by performing a maximum likelihood fit. We obtain a
multiplicative factor SW

mat = 1.0493± 0.0016stat ± 0.0012QCD (SZ
mat = 1.0428± 0.0060stat) to the number of radiation

lengths in the simulation, where the QCD systematic uncertainty refers to background contamination due to QCD
jets. The results from W and Z data are statistically consistent within 1σ and are combined to give the correction
SW,Z
mat = 1.0488 ± 0.0020 applied to the simulation. Figure 14 shows the E/p distributions for both W → eν and

Z → ee data after the correction factor is applied. Displayed on each of these distributions in this figure is the
quantity ∆Smat ≡ Smat − 1, which averages to zero over the W → eν and Z → ee samples.

The accurate simulation of electron and photon showers requires knowledge of the amount of CEM material [37].
The relative fraction of electron candidates with low E/p (0.90 < E/p < 0.93) to those in the range 0.90 < E/p < 1.09
is sensitive to longitudinal shower leakage, and hence the CEM thickness in radiation lengths. A maximum likelihood
fit to this fraction is used to tune the radiation-length (X0) thickness of each tower by ≈ 0.1X0. The statistical
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance
peak as a function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in
black, has a slope consistent with zero (17± 34 keV). The corresponding values of ∆p/p extracted from fits to the
Υ → µµ and Z → µµ resonance peaks are also shown. The combination of all these ∆p/p measurements yields the
momentum correction labelled “combined” which is applied to the lepton tracks in W -boson data. (Right)
Distribution of E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small
background from hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron
energy calibration. The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see
Fig. 13 in the supporting online material for this paper), is compatible with zero. In this and other figures, “PKS”
refers to the Kolmogorov-Smirnov probability of agreement between the shapes of the data and simulated
distributions.

The use of proton-antiproton collisions reduces uncertainties on the momenta of the partons and the corresponding
MW uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the
latter of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron
further restricts the parton momenta to a range in which their distributions are known more precisely, compared to
the relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. While the LHC dataset
is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs helps
to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 fb−1 of pp̄ collisions collected by the CDF II
detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of these data [41, 43].
In this cylindrical detector, trajectories of charged particles (tracks) produced in the collisions are measured using a
wire drift chamber (COT) [47] immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles
are also provided by electromagnetic (EM) and hadronic calorimeters surrounding the COT. The calorimeter elements
have a projective tower geometry, with each tower pointing back to the average beam collision point at the center of
the detector. Additional drift chambers [48] surrounding the calorimeters identify muon candidates as penetrating
particles. The momentum perpendicular to the beam axis (cylindrical z-axis) is denoted as pT (if measured in the
COT) or ET (if measured in the calorimeters). The measurement uses high-purity samples of electron and muon
(together referred to as lepton) decays of the W boson, W → eν and W → µν, respectively.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [49] are selected online by the
trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν
decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy
deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [50].
Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with
ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT
and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons
are required to be central in pseudorapidity (|η| < 1) [49] and within the fiducial region where the relevant detector
systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the
Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-
charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV
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Electron momentum calibration
Final step is the measurement of the Z boson mass


 MeV


As a consistency check measure mass using only track information

 e.g.  MeV for non-radiative electrons (E/p<1.1)


Same blinding used as for muon channel

MZ = 91 194.3 ± 13.8stat ± 7.6sys

MZ = 91 215.2 ± 22.4

6

provide Z-boson control samples (Z → ee and Z → µµ) to measure the detector response, resolution and efficiency
as well as the boson pT distributions. The details of the event selection criteria are described in Ref. [43].

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the
W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum
conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried
away by collision products that remain close to the beam axis, outside the instrumented regions of the detector. By
design of the detector, such products have small transverse momentum. The transverse momentum vector sum of all
detectable collision products accompanying the W or Z boson is defined as the hadronic recoil !u = ΣiEi sin(θi)n̂i,
where the sum is performed over calorimeter towers [51] with energy Ei, polar angle θi, and transverse directions
specified by unit vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded
from this sum. The transverse momentum vector of the neutrino !p ν

T is inferred as !p ν
T ≡ −!p "

T −!u from !pT conservation,
where !p "

T is the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse

mass is defined using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − !p "
T · !p ν

T ) [52]. High-purity

samples of W bosons are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |!u| < 15 GeV, and
60 < mT < 100 GeV. This selection retains samples containing precise MW information and low backgrounds. The
final samples of W and Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537)
W → µν (Z → µµ) candidates.
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FIG. 3: Distribution of (left) dimuon and (right) dielectron mass for candidate Z → µµ and Z → ee decays,
respectively. The data (points) are overlaid with the best-fit simulation template including the photon-mediated
contribution (histogram). The arrows indicate the fitting range.

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as
functions of MW from a custom Monte Carlo simulation which has been designed and written for this analysis. A
binned likelihood is maximized to obtain the mass and its statistical uncertainty. The kinematic properties of W
and Z-boson production and decay are simulated using the resbos program [53–55], which calculates the differential
cross section with respect to boson mass, transverse momentum and rapidity, for boson production and decay. The
calculation is performed at next-to-leading order in perturbative quantum chromodynamics (QCD), along with next-
to-next-to leading logarithm resummation of higher-order radiative quantum amplitudes. resbos offers one of the
most accurate theoretical calculations available for these processes. The nonperturbative model parameters in resbos

and the QCD interaction coupling strength αs are external inputs needed to complete the description of the boson
pT spectrum, and are constrained from the high-resolution dilepton p""T spectrum of the Z-boson data and the pWT
data spectrum. Electromagnetic radiation from the leptons is modeled with the photos program [56], which is
calibrated [57] to the more accurate horace program [58]. We use the nnpdf3.1 [59] parton distribution functions
(PDFs) of the (anti)proton, since they incorporate the most complete relevant data sets of the available NNLO
PDFs. Using 25 symmetric eigenvectors of the nnpdf3.1 set, we estimate a PDF uncertainty of 3.9 MeV. We find
that the ct18 [60], mmht2014 [61] and nnpdf3.1 NNLO PDF sets give consistent results for the W -boson mass,
within ± 2.1 MeV of the midpoint of the interval spanning the range of values. The model-dependent nature of the
analysis implies that future improvements or corrections in any relevant theoretical modeling can be used to update
our measurement quantifiably (see Sec. IV of the supporting material).

The custom simulation includes a detailed calculation of the lepton and photon interactions in the detector [39,
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FIG. 16: Distributions (circles) of dielectron mass calculated using (left) only track information and (right)
calorimeter ET with best-fit simulation templates overlaid (histogram) for events with nonradiative electrons (top),
one radiative electron (middle), or two radiative electrons (bottom). Fit ranges are enclosed by arrows.

A. Lepton tower removal

The calorimeter towers with lepton energy deposits are excluded from the !uT calculation to avoid double-counting
the lepton energy. The exclusion of these towers also removes hadronic energy from the recoil calculation. The latter
effect is included in the simulation by subtracting from !uT the estimated hadronic energy in these towers.

The average energy in the tower traversed by a muon and surrounding towers is shown in Fig. 17. The muon energy
deposition is localized to the traversed tower and occasionally the neighboring towers in η, hence the three-tower
region shown in Fig. 17 is removed. The energy from electron showers spreads across more towers compared to the
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FIG. S3: (left) Sketches of typical transverse vectors associated to quantities reconstructed in a W -boson event, with
the recoil hadron momentum (!uT ) separated into axes parallel (u||) and perpendicular (u⊥) to the charged lepton.
(right) Illustration of the η and ξ axes in Z boson events.

FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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FIG. S3: (left) Sketches of typical transverse vectors associated to quantities reconstructed in a W -boson event, with
the recoil hadron momentum (!uT ) separated into axes parallel (u||) and perpendicular (u⊥) to the charged lepton.
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FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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Background suppressed by stringent  
hadronic recoil requirement:

uT < 15 GeV


Other kinematic requirements: 
lepton and missing pT in the range 30-55 GeV 

Transverse mass in the range 60-100 GeV
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W → μν
W → eν



W boson backgrounds
Electroweak backgrounds modelled with fast parameterized simulation tuned with data and full simulation

Cross-checked with full simulation tuned to data


Largest background is  with one unreconstructed muon: 7.4% of data sample

 background is ~1% in each channel: largest background in electron sample


Background from hadrons misreconstructed as leptons estimated using data: 0.2-0.3%

Z → μμ
W → τν
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FIG. S34: Distributions of p!T for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.
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FIG. S35: Distributions of pνT for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.

inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.
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FIG. S35: Distributions of pνT for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.

inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].

W → μν candidates W → eν candidates
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W boson production
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Boson pT impacts the pT distributions of the decay leptons


Resbos used to generate events with non-perturbative parameters and NNLL resummation to model 
the region of low boson pT


Z boson pT used to constrain the non-perturbative parameter g2 and the perturbative coupling  


Resbos models W boson pT well

uncertainty estimated using DYQT and constrained with data
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FIG. 2: Distributions of pZT (top) and φ∗η (bottom) from simulation (histogram) and data (circles) for Z-boson decays
to µµ (left), and to ee (right). The pZT distributions are used to fit for the nonperturbative parameter g2 and for αs,
and the φ∗η distributions provide a consistency check. The φ∗η distribution in the electron channel is modulated by
the periodic azimuthal acceptance of the 24 calorimeter wedges. In these and other figures, “PKS” refers to the
Kolmogorov-Smirnov probability of agreement between the shapes of the data and simulated distributions.

C. QED radiation

As described in Ref. [19], final-state radiation (FSR) of photons is simulated using the photos program [41],
because photos can be interfaced with the resbos event generator. FSR photons are produced with an energy
cutoff of Eγ > 0.4 MeV. Tripling the Eγ threshold shifts the value of MW by 1 MeV, which is taken as a systematic
uncertainty on the choice of Eγ threshold. A comparison of FSR from the photos and horace programs [53] finds
consistency at the level of 0.7 MeV [54], which is taken as the uncertainty in the FSR algorithm. The horace program
additionally includes the exact NLO QED calculation, the effects of initial-state radiation (ISR) and interference
between ISR and FSR. Calibration of the photos program to the more accurate horace program yields a correction
of 4± 2MC stat MeV which is propagated to the MW result. Uncertainties on the horace simulation are estimated
to be 1 MeV [19]. As in Ref. [19], internal photon conversion [55] is simulated with an uncertainty on MW of 1 MeV.
The combined uncertainty on MW due to QED radiation is 2.7 MeV in both the electron and muon channels and is
correlated between the channels and the fit distributions.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [19]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil

32

) (GeV)νµ→ (W
T

u
0 5 10 15

E
ve

n
ts

 /
 G

e
V

0

0.2

610×

Data

 2 MeV± = 6334 µ

 2 MeV± = 3568 σ

 = 0.47λ

 = -0.62κ

Simulation

 5 MeV± = 6332 µ

 1 MeV± = 3563 σ

 = 0.47λ

 = -0.63κ

 / dof = 18 / 142χ

 = 15 %KSP

) (GeV)νe→ (W
T

u
0 5 10 15

E
ve

n
ts

 /
 G

e
V

0

0.1

0.2

610×
Data

 3 MeV± = 6338 µ

 2 MeV± = 3568 σ

 = 0.47λ

 = -0.61κ

Simulation

 5 MeV± = 6344 µ

 1 MeV± = 3569 σ

 = 0.46λ

 = -0.64κ

 / dof = 26 / 142χ

 = 1.8 %KSP

) (GeV)µµ→(Z
T

u
0 10 20

E
ve

n
ts

 /
 G

e
V

0

10

20

310×

Data

 11 MeV± = 7928 µ

 7 MeV± = 5129 σ

 0.01± = 0.93 λ

 0.01± = 0.42 κ

Simulation

 = 7940 MeVµ

 = 5131 MeVσ

 = 0.92λ

 = 0.38κ

 / dof = 28 / 242χ

 = 43 %KSP

ee) (GeV)→(Z
T

u
0 10 20

E
ve

n
ts

 /
 G

e
V

0

5

310×
Data

 20 MeV± = 7923 µ

 14 MeV± = 5123 σ

 0.01± = 0.92 λ

 0.02± = 0.4 κ

Simulation

 = 7972 MeVµ

 = 5141 MeVσ

 = 0.91λ

 = 0.36κ

 / dof = 26 / 242χ

 = 8.3 %KSP

FIG. 32: Distributions of uT from simulation (histogram) and data (circles) for W boson (top) and Z boson
(bottom) decays in the muon (left) and electron (right) channels. The simulation uses parameters fit from Z boson
data, and the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data
mean (µ), rms spread (σ) skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values
and the Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do
not take into account the systematic uncertainties in the simulation.

(NN) [67] to distinguish such misidentified muons from signal muons. The method, described in Refs. [19, 64], uses
the isolation variables, that is the calorimeter energy and track momenta in a cone surrounding the muon candidate
with radius ∆R =

√

(∆η)2 + (∆φ)2 = 0.4 in the η−φ plane. The distribution of the NN output for the W -boson data
is fitted to the sum of the signal and background distributions, with the background fraction as the free parameter
for χ2 minimization. The signal sample is obtained from W → µν events generated with pythia [56] and the CDF
geant-based simulation [38]. The background sample is obtained from data satisfying the W → µν selection criteria
except for the additional criteria of pνT < 10 GeV and uT < 45 GeV. The jet misidentification background is computed
separately for |η| < 0.6 and |η| > 0.6 since different muon detectors operate in these regions. The background fractions
are found to be consistent with each other and with zero. For the MW measurement we use the combined best-fit
fraction of (0.01± 0.04stat)%.

The decay-in-flight (DIF) background is caused by low-momentum, long-lived mesons such as pions or kaons de-
caying to muons in the tracking volume, resulting in the reconstruction of high-pT kinked tracks. As described in
Ref. [19], the pattern of hit residuals indicating such kinks, the track impact parameter, and the fit quality are used
to both reduce and estimate the DIF background. The distribution of the track fit χ2/dof from W → µν candidates
in the data are fit to a sum of signal and DIF background templates with the background fraction as the free param-
eter. Muons from Z → µµ data are used to provide the signal template and W → µν data with large track impact
parameters (2 < d0 < 5 mm) provide the DIF background template. The contamination of real W → µν events in
the background template due to the d0 resolution is taken into account using the Z → µµ data. The DIF background
fraction is estimated to be (0.20±0.14)%. Systematic uncertainties are estimated by comparing background templates
made from different impact-parameter regions and from different requirements on the hit residual patterns.



Recoil calibration
First step is the alignment of the calorimeters 

Misalignments relative to the beam axis cause a modulation in the recoil direction

Alignment performed separately for each run period using min bias data
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Second step is the reconstruction of the recoil 
Remove towers traversed by identified leptons 
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FIG. S18: Average measured energy (in MeV) in the electromagnetic (left) and hadronic (right) calorimeters in the
vicinity of the electron shower in W -boson decays. The differences ∆φ and ∆η are signed such that positive
differences correspond to towers closest to the electron shower position at the CEM. The seven towers inside the box
are removed from the recoil measurement.
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FIG. S19: Fraction of muon-data three-tower (left) and electron-data seven-tower (right) rotated windows
containing zero energy, as a function of u||. The red lines show the simulation, while the blue circles show the data.

compared to the data in Figs. S19-S20. The small differences between data and simulation visible in Fig. S20 are
propagated to the MW fits and included in the systematic uncertainties. Figure S21 shows the precision of the model
for the distribution of the hadronic energy in the removed towers. In order to reduce the dependence of the lepton
removal procedure on instantaneous luminosity, the following procedure is introduced in this analysis: a linear model
is fit to the dependence of the hadronic tower energy on instantaneous luminosity and the result is applied as a
correction in the #uT calculation for both data and simulation.

Further validation is provided by comparing the simulation to measurements in towers rotated 180◦ from the lepton.
The consistency between the two choices of rotation angles is 1 MeV (1 MeV) in the muon (electron) channel, which
is taken as a systematic uncertainty. Another systematic uncertainty of 1 MeV for the muon channel is due to the
choice of parametrizations, and an additional 1 MeV is due to possible muon energy deposition leaking out of the
excluded region. The total systematic uncertainty on MW due to lepton-removal modeling in the muon (electron)
channel is 1.7 MeV (1.0 MeV), 0 MeV (0 MeV), and 3.4 MeV (2.0 MeV) for the mT , p!T , pνT fits, respectively.

B. Model parametrization

The recoil simulation parametrizes the response and resolution of the initial-state radiation accompanying the W or
Z boson, and models the energy flow from the spectator-parton interactions and additional pp̄ collisions in the same
collider bunch crossing. Since there are no high-pT neutrinos in the Z-boson data, the pT -balance between pT (Z → $$)
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FIG. S20: Variation of hadronic ET in the three-tower (left) and seven-tower (right) region rotated by 90◦ in
azimuth from the muon (left) or electron (right) as a function of u|| (top), |u⊥| (middle), and η (bottom) for
W → µν (left) or W → eν (right) data (blue circles) and simulation (red lines).

(which is well measured) and uT is used to fit for the model parameters. The balance is computed by projecting these
transverse vectors on the “η” axis [parallel to #pT (Z → $$)] and the orthogonal “ξ” axis in the transverse plane, as
shown in Fig. S3 [108].
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Third step is the calibration of the recoil response 
Use ratio of recoil magnitude to pTZ along direction of pTZ 

Recoil calibration
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FIG. S22: Mean value of Rrec ≡ −!uT · p̂ !!
T /p!!T , which approximates the recoil response R, as a function of dimuon

pT (left) and dielectron pT (right). The distributions motivate the logarithmic parametrization of the response in
Eq. (S15). The simulation (red lines) models the data (blue circles) accurately.
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FIG. S23: Distribution of Rp!!η + uη for Z-boson decays to muons (left) and electrons (right) as a function of
Z-boson pT in simulated (lines) and experimental (circles) data. The detector response parameters a and b
(Eq. S15) are obtained by minimizing the combined χ2 of these distributions.

with the notion that event-to-event variations are prominent for very soft recoil, and are damped as the particle
multiplicity in the recoil increases.

The exponential distribution of fπ0 is parametrized by its values at utrue
T = 4 GeV and utrue

T = 15 GeV, provid-
ing uncorrelated parameters. We fit the one-dimensional distributions of the pη-balance separately for subsamples
restricted to p!!T < 8 GeV and 8 < p!!T < 30 GeV for these parameters, obtaining the values

f4
π0 = (89.1± 1.3stat)% , f15

π0 = (6.43± 0.35stat)% . (S19)

The fits to the pη-balance distributions are shown in Fig. S25. Other functional forms for fπ0 yield similar results
for observable distributions with no difference in fit quality. The procedure of tuning the kurtosis of the recoil energy
resolution on the distributions of pη-balance is a new feature that incorporates additional information from the data
compared to Ref. [43].

Fourth step is the calibration of the recoil resolution 
Includes jet-like energy and angular resolution, additional dijet fraction term, and pileup 
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FIG. S24: Resolution on Rp!!η + uη in simulated (lines) and experimental (circles) data for Z-boson decays to muons
(left) and electrons (right).

3. Recoil angular resolution

The jet angular resolution depends on the recoil transverse energy, with the jet(s) becoming more collimated at
higher utrue

T resulting in better angular resolution. This trend is illustrated in Fig. S26, which shows distributions
of |φu − φ!! − π| in four p!!T ranges. The resolution of φ!! (determined by tracks) is substantially better than the
resolution of φu, so Fig. S26 demonstrates the variation of the φu resolution.

We parametrize the jet angular smearing σ(φu) by a continuous, piece-wise linear function in the ranges 0 < utrue
T <

15 GeV and 15 < utrue
T < 30 GeV. For utrue

T > 30 GeV we assume a constant σ(φu) where the dependence on utrue
T

does not matter, since we eventually require uT < 15 GeV for the mass-measurement sample. The parameters of this
function are its values at utrue

T = 9.4 GeV, 15 GeV, and 24.5 GeV, respectively, such that the statistical uncertainties
on the parameters are uncorrelated. The parameters α, β, and γ of the piece-wise linear function

σ(φu)− α ∝ 9.4− utrue
T /GeV utrue

T < 15 GeV ,

σ(φu) = β utrue
T = 15 GeV ,

σ(φu)− γ ∝ 24.5− utrue
T /GeV 15 < utrue

T < 30 GeV ,

σ(φu) = constant utrue
T > 30 GeV (S20)

are tuned on the distributions of |φu − φ!! − π| in the four p!!T ranges, shown in Fig. S26. The resulting values are

α = 272.7± 4.1stat mrad ,

β = 185.0± 3.1stat mrad ,

γ = 143.0± 2.4stat mrad . (S21)

The unspecified coefficients in Eq. (S20) are fixed by continuity. The procedure of tuning the recoil angular smearing
model on the distributions of |φu − φ!! − π| is a new feature that incorporates additional information from the data
compared to Ref. [43].

4. Dijet resolution

A small fraction of the W and Z boson events contain multijets recoiling against the boson. In the regime of low
boson pT selected for this analysis, most of the multijet events contain two soft jets. These dijet events contribute a
resolution component perpendicular to the direction of the boson pT . We parametrize the fraction f2 of dijet events
as a linear function of boson pT , with the parameters fa

2 specifying the average dijet fraction and fs
2 specifying the

variation in the fraction with utrue
T . These resolution parameters are tuned on the rms of the pξ-balance as a function

of p!!T , as shown in Fig. S27. The resulting parameter values are

fa
2 = (0.80± 0.04stat)% , fs

2 = (44± 6stat)% . (S22)
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FIG. S26: Distributions of the difference in azimuthal angles of !u and −!p!!T , shown in absolute value in the following
p!!T ranges: (top) p!!T < 8 GeV, (2nd row) 8 < p!!T < 15 GeV, (3rd row) 15 < p!!T < 23 GeV and (bottom)
23 < p!!T < 30 GeV. The distributions from Z → µµ events are shown on the left and those from Z → ee events are
shown on the right. The data (blue circles) are compared to the tuned simulation (red histogram).
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FIG. S4: Muon (left) and electron (right) identification efficiency as a function of the recoil component in the
direction of the lepton (u||), as measured in Z → $$ data using the tag-probe technique. The piece-wise linear fits
are used to model the lepton efficiencies in the simulation.

V. W AND Z BOSON EVENT SELECTION

The lepton selection criteria follow Ref. [43]. The criteria can be degraded by the presence of nearby energy
associated with the hadronic recoil. Hence, the lepton identification efficiency depends on the projection of the recoil
along the direction of the lepton, u||, as shown in Fig. S3. The procedure for measuring this efficiency is described
in Ref. [43], wherein Z → $$ events with one identified tag lepton provide the second probe lepton whose efficiency is
measured. The fraction of probe leptons passing the full W -boson candidate criteria (shown in Fig. S4) is fitted with
the parametrization εu = A[1 +m|u|| − d|], where A is an irrelevant normalization, m is the slope parameter versus
u|| and d is the offset parameter. The fits are used to model the lepton efficiencies in the simulation. The reduction
in efficiency for large negative values of u|| is due to an increase in overall hadronic activity in the event, verified by
studying the efficiency with the pythia [101, 102] Monte Carlo that includes hadrons from the breakup of the proton
and the initial-state radiation.

The following parameter values and statistical uncertainties are determined from the data and used in the simulation:
A = 98.6%, m = (0.048 ± 0.006)%/GeV, and d = (−1.8 ± 0.9) GeV for the electron channel, and A = 97.4%,
m = (0.1200 ± 0.0054)%/GeV, and d = (−1.40 ± 0.24) GeV for the muon channel. The parameters m and d have
a correlation coefficient of −0.41(−0.18) for the electron (muon) channel. For a 1σ increase in m, the variations in
the mT , p!T , and pνT fits are −0.4 (−0.4), 0.0 (0.0) and −1.5 (−1.5) MeV respectively in the electron (muon) channel.
For a 1σ increase in d, the variations in the mT , p!T , and pνT fits are −0.5 (−0.3), 1.3 (1.0), and −2.8 (−1.7) MeV
respectively in the electron (muon) channel. These systematic uncertainties are uncorrelated between the electron
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Recoil validation
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FIG. S31: Distributions of u|| (top) and u⊥ (bottom) from simulation (histogram) and data (circles) for W boson
decays to µν (left) and eν (right) final states. The simulation uses parameters fit from W and Z boson data, and
the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data mean (µ), rms
spread (σ), skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values and the
Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do not take
into account the systematic uncertainties in the simulation.

parameters with the Z boson data, including the constraint from the pWT spectrum from data, are shown in Table S5.
For the mT and pνT fits, the pWT spectrum constraint from data reduces the uncertainties due to the calorimeter response
and resolution parameters. For the p"T fit these uncertainties are increased, but there is a more than compensating
reduction in the theoretical uncertainty due to the pWT /pZT spectrum ratio, to which the p"T fit is sensitive. The
constraint from the pWT data spectrum is another new feature that incorporates additional information compared to
Ref. [43].

C. Model tests

We compare the simulated and measured recoil quantities in Z-boson and W -boson events. Comparing the u|| and
u⊥ (Fig. S31) distributions from data and simulation shows no evidence of bias. Since these distributions are not
used as inputs for model tuning, they provide independent validation of the recoil model. The uT distributions are
also well modeled by the tuned simulation (Fig. S32). Z bosons decaying to forward (|η| > 1) electrons confirm the
quality of the relative central-to-plug calorimeter calibration [43, 109].

The uncertainties on the MW fits are obtained by propagating the recoil model parameter uncertainties (Table S5).
The uncertainties due to the hadronic response (resolution) model are 1.8 (1.8) MeV, 3.5 (3.6) MeV, and 0.7 (5.2)
MeV respectively on the mT , p"T and pνT fits. The total uncertainty on MW due to the recoil model is 2.6 MeV, 5.0
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FIG. S31: Distributions of u|| (top) and u⊥ (bottom) from simulation (histogram) and data (circles) for W boson
decays to µν (left) and eν (right) final states. The simulation uses parameters fit from W and Z boson data, and
the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data mean (µ), rms
spread (σ), skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values and the
Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do not take
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parameters with the Z boson data, including the constraint from the pWT spectrum from data, are shown in Table S5.
For the mT and pνT fits, the pWT spectrum constraint from data reduces the uncertainties due to the calorimeter response
and resolution parameters. For the p"T fit these uncertainties are increased, but there is a more than compensating
reduction in the theoretical uncertainty due to the pWT /pZT spectrum ratio, to which the p"T fit is sensitive. The
constraint from the pWT data spectrum is another new feature that incorporates additional information compared to
Ref. [43].

C. Model tests

We compare the simulated and measured recoil quantities in Z-boson and W -boson events. Comparing the u|| and
u⊥ (Fig. S31) distributions from data and simulation shows no evidence of bias. Since these distributions are not
used as inputs for model tuning, they provide independent validation of the recoil model. The uT distributions are
also well modeled by the tuned simulation (Fig. S32). Z bosons decaying to forward (|η| > 1) electrons confirm the
quality of the relative central-to-plug calorimeter calibration [43, 109].

The uncertainties on the MW fits are obtained by propagating the recoil model parameter uncertainties (Table S5).
The uncertainties due to the hadronic response (resolution) model are 1.8 (1.8) MeV, 3.5 (3.6) MeV, and 0.7 (5.2)
MeV respectively on the mT , p"T and pνT fits. The total uncertainty on MW due to the recoil model is 2.6 MeV, 5.0

W boson recoil distributions validate the model 
Most important is the recoil projected along the charged-lepton’s momentum ( )u||

36

20 40 60 80 100 120 140 160 180 200
-410

-310

-210

-110

1

T
i p

i
∑

Single Collision

Minimum Bias

(GeV)

A
rb

itr
ar

y 
Sc

al
e

FIG. 39: The
P

i p
i
T distribution for minimum bias data

(solid) and a single pp̄ collision (dashed), as derived from
the minimum bias distribution.

turn affects the measured recoil direction. We model
the recoil angular resolution as a Gaussian distribu-
tion with σφ = 0.14±0.01(stat), determined from fits
to the ∆φ(#uT ,−#p ll

T ) distribution in Z boson events
(Fig. 40). Since the lepton directions are precisely
measured, the width of the peak at ∆φ = 0 is domi-
nated by the recoil angular resolution.
The energy resolution of the quark and gluon radi-

ation is predominantly determined by stochastic fluc-
tuations in the hadronic calorimeter, which motivate
the functional form σuT ∝

√

utrue
T . We measure the

proportionality constant shard using Z boson data.
To tune shard and NW,Z , we project the momen-

tum imbalance #p ll
T + #uT along the η and ξ axes in

Z boson decays (Fig. 41). The width of these pro-
jections as a function of pllT provides information on
NW,Z and shard. At low pZT the resolution is domi-
nantly affected by NW,Z , with the shard contribution
increasing as the boson pT increases. We compare
the widths of the data and simulation projections as
a function of pllT and compute the χ2. Minimizing
this χ2, we obtain NW,Z = 1.167 ± 0.026(stat) and
shard = [0.828± 0.028(stat)] GeV1/2. The tuning is
performed such that the statistical uncertainties on
these parameters are uncorrelated.

D. Recoil Model Cross-Checks

The full recoil model, with parameters tuned from
Z boson events, is applied to the simulated W boson
sample. We compare the data to the predictions of
distributions that can affect the final mass measure-
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FIG. 40: The angle between the measured recoil and
the direction opposite pZT , for simulation (histogram) and
data (circles) events where the Z boson decays to muons
(top) or electrons (bottom). The χ2 from the Z → µµ
sample is minimized in the fit to the recoil angular resolu-
tion. The corresponding uncertainty on mW is negligible.

ment: the projections of the recoil along (u||) and
perpendicular to (u⊥) the charged lepton; and the
total recoil uT .
The u|| distribution is directly affected by the mea-

surements of lepton efficiency as a function of u||

(Figs. 14 and 16) and the modeling of lepton tower
removal (Figs. 33 and 34). The u|| is also sensitive
to the boson pT (Sec. IXB) and decay angular distri-
butions, and to the recoil response and resolutions.
Since uT is much less than the charged lepton pT

for our event selection, p/T ≈ |pT + u|||. Thus, mT

can be written as:

mT ≈ 2pT
√

1 + u||/pT ≈ 2pT + u||. (39)

To a good approximation, any bias in u|| directly en-
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applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table X).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. 39-41 [64]. The
systematic uncertainties considered in Table VIII would induce additional expected shifts upon changing fit ranges,
which are not displayed in the error bars.
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Combination mT fit p!T fit pνT fit Value (MeV) χ2/dof Probability

Electrons Muons Electrons Muons Electrons Muons (%)

mT ! ! 80 439.0± 9.8 1.2 / 1 28

p!T ! ! 80 421.2± 11.9 0.9 / 1 36

pνT ! ! 80 427.7± 13.8 0.0 / 1 91

mT & p!T ! ! ! ! 80 435.4± 9.5 4.8 / 3 19

mT & pνT ! ! ! ! 80 437.9± 9.7 2.2 / 3 53

p!T & pνT ! ! ! ! 80 424.1± 10.1 1.1 / 3 78

Electrons ! ! ! 80 424.6± 13.2 3.3 / 2 19

Muons ! ! ! 80 437.9± 11.0 3.6 / 2 17

All ! ! ! ! ! ! 80 433.5± 9.4 7.4 / 5 20

TABLE IX: Combinations of various fit results (in MeV) and the associated uncertainties, χ2, and χ2-probabilities.

TABLE X: Differences (in MeV) between W -mass p!T -fit results and Z-mass fit results obtained from subsamples of
our data with equal statistics. For the spatial and time dependence of the electron channel fit result, we show the
dependence with (without) the corresponding cluster energy calibration using the subsample E/p fit.

Fit difference Muon channel Electron channel

MW ("+)−MW ("−) −7.8± 18.5stat ± 12.7COT 14.7± 21.3stat ± 7.7E/p
stat (0.4± 21.3stat)

MW (φ! > 0)−MW (φ! < 0) 24.4± 18.5stat 9.9± 21.3stat ± 7.5E/p
stat (−0.8± 21.3stat)

MZ(run > 271100)−MZ(run < 271100) 5.2± 12.2stat 63.2± 29.9stat ± 8.2E/p
stat (−16.0± 29.9stat)
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Summary

Measurement of W boson mass with <10 MeV precision achieved with complete CDF data set


Result of >20 years of experience with the CDF II detector


Achieved precision required flexibility: all experimental aspects controlled by the analysis team 

Reconstruction, alignment, calibration, simulation, analysis 

Analysis procedures approved pre-blinding and frozen 


Surprising result motivates expanded study of mW measurements and procedures
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3.2 CDF Run II detector

The CDF Run II detector [3], in operation since 2001, is an azimuthally and forward-backward
symmetric apparatus designed to study pp̄ collisions at the Tevatron. It is a general purpose,
cylindrical-shaped detector which combines:

• A tracking system, that provides a measurement of the charged particle momenta, event z
vertex position and detects secondary vertices.

• A Time-of-Flight system, to identify charged particles.

• A non-compensated calorimeter system, with the purpose of measuring the energy of charged
and neutral particles produced in the interaction.

• Drift chambers and scintillators to muon detection.

The detector is shown in figures 3.4 and 3.5. CDF uses a coordinate system with the positive
z-axis lies along the direction of the incident proton beam, φ is the azimuthal angle, θ is the
polar angle (measured from the detector center), and pT is the component of momentum in the
transverse plane. A description of all the systems starting from the devices closest to the beam
and moving outward is presented in the next sections, where the detectors most relevant in the
analysis are explained in more detail.

Figure 3.4: Isometric view of the CDF Run II detector.

respect to their positions at z = ±155 cm due to gravitational sag is parame-
terized as follows [7]:

− δy (µm) = 59(1− |Z|) + 203(1− Z2) (1)

where Z ≡ z/(155 cm) and z is the longitudinal coordinate along the wire.
This gravitational sag function is illustrated in Fig. 16. As discussed in [7],
the coefficients were calculated using the median linear density of the wire
and its nominal tension, which are expected to vary by ±3% and ±5% respec-
tively. The first term corresponds to the center support and the second term
corresponds to the weight of the wire.

The deflection due to electrostatic forces (ξ) is parameterized with the same
z-dependent function but in the direction perpendicular to the sense wire
plane,

ξ = m(φ)
[

0.29(1− |Z|) + (1− Z2)
]

. (2)

The coefficient 0.29 = 59/203 is the ratio of the two terms derived from Eqn. 1,
such that we use the same wire shape as a function of z for describing both
gravitational sag and electrostatic deflection. The magnitude modulation func-
tion m(φ) is measured [7] to vary sinusoidally with the azimuthal orientation
φwp of the wire plane,

m(φ) = a cosφwp + o (3)

where the azimuthal dependence arises from the different gravitational sags
of the sense wires and the field sheets. The sign and phase convention is such
that the electrostatic deflection of the sense wire plane is upwards (opposite
the gravitational sag) when the sense wire plane is horizontal. The amplitude
a = 117 µm and the offset o = −84 µm were measured in a preproduction
prototype with an electric field of 2.4 kV/cm, and scaled down by a factor
of 2.7 to account for the COT operating point of 1.9 kV/cm [7], such that
a = 43 µm and o = −31 µm are applied to the collider data.

The alignment corrections and the wire-shape functions can be cross-checked
by comparing the track parameters of the two segments of the cosmic ray track.
The sum or difference (depending on the definition of the track parameter) of
the track parameters, defined at the point of closest approach to the beamline,
should be consistent with zero within resolution. The convention for computing
the pull for φ0, z0 and t0 is that the outgoing segment is positive and incoming
segment is negative. In the case of curvature, d0 and cot θ, the pull is defined
as the sum of the two segments’ parameters, since the sign changes from top
to bottom.
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FIG. 38: Differences between the data and simulation, divided by the expected statistical uncertainty, for the pνT
distributions in the muon (left) and electron (right) channels.

Source of systematic mT fit p!T fit pνT fit

uncertainty Electrons Muons Common Electrons Muons Common Electrons Muons Common

Lepton energy scale 5.8 2.1 1.8 5.8 2.1 1.8 5.8 2.1 1.8

Lepton energy resolution 0.9 0.3 -0.3 0.9 0.3 -0.3 0.9 0.3 -0.3

Recoil energy scale 1.8 1.8 1.8 3.5 3.5 3.5 0.7 0.7 0.7

Recoil energy resolution 1.8 1.8 1.8 3.6 3.6 3.6 5.2 5.2 5.2

Lepton u|| efficiency 0.5 0.5 0 1.3 1.0 0 2.6 2.1 0

Lepton removal 1.0 1.7 0 0 0 0 2.0 3.4 0

Backgrounds 2.6 3.9 0 6.6 6.4 0 6.4 6.8 0

pZT model 0.7 0.7 0.7 2.3 2.3 2.3 0.9 0.9 0.9

pWT /pZT model 0.8 0.8 0.8 2.3 2.3 2.3 0.9 0.9 0.9

Parton distributions 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9

QED radiation 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7

Statistical 10.3 9.2 0 10.7 9.6 0 14.5 13.1 0

Total 13.5 11.8 5.8 16.0 14.1 7.9 18.8 17.1 7.4

TABLE VIII: Uncertainties on MW (in MeV) as resulting from the transverse-mass, charged-lepton pT and neutrino
pT fits in the W → µν and W → eν samples. The third column for each fit reports the portion of the uncertainty
that is common in the µν and eν results. The muon and electron energy resolutions are anti-correlated because the
track pT resolution and the electron cluster ET resolution both contribute to the width of the E/p peak, which is
used to constrain the electron cluster ET resolution.
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Initial state LO & NLO
W+ initial 

state
Type Pythia LO Madgraph LO Madgraph NLO

u dbar v-v 81.7% 82.0% 82.7%

dbar u s-s 8.9% 9.0% 8.8%

u sbar v-s 1.6% 1.9% 1.8%

sbar u s-s 0.3% 0.3% 0.3%

c sbar s-s 2.9% 2.9% -

sbar c s-s 2.9% 2.9% -

c dbar s-v 0.7% 0.7% -

dbar c s-s 0.2% 0.2% -

u g v-g - 3.7%

g dbar g-v - 1.8%

g u g-s - 0.4%

dbar g s-g - 0.5%

g sbar g-s - 0.02%

sbar g s-g - 0.02%
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