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2Dark Matter Candidates

Figure from Tongyan Lin,  
TASI lectures on DM models and direct detection, arXiv:1904.07915  

- 10-55 g and 1040 g: 100 orders of magnitude in mass…


- Promising candidate is thermal dark matter with weak charge (weak-charged WIMP)


- Direct detection experiments usually cover in a mass range between GeV and ~TeV
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Figure 8. Best-fitting value for the local dark-matter density
ρdm,! as a function of the assumed flatting q of the dark-matter
halo. A value of q = 1 implies a spherical halo, while smaller
values lead to oblate configurations. The dashed black line shows
a power-law fitted by eye to the points.

age or chemistry (e.g. Binney & Merrifield 1998), the minor
difference between the two thin-disc curves in Fig. 7 should
not be considered significant at this stage.

The green error bars in Fig. 7 show the stellar densities
inferred by Gilmore & Reid (1983) for stars with absolute
visual magnitude MV between 4 and 5 with an assumed
vertical metallicity gradient of −0.3 dex/ kpc−1 (in their Ta-
ble 2). The green dots in Fig. 6 show the χ2 values we obtain
when we adopt the Gilmore–Reid data points. They indicate
a deeper minimum in χ2 occurring at a smaller dark-halo
density: ρdm,! = 0.01200M! pc−3.

4.1 Systematic uncertainties

The results presented above are based on a very sophis-
ticated model that involves a number of assumptions and
approximations. Deviations of the truth from these assump-
tions and approximations will introduce systematic errors
into our results. We can assess the size of such systematic
errors much more easily in some cases than in others. We
have not assessed the errors arising from:

• the functional form of the mass model;
• the functional form of the df;
• the age-velocity dispersion relation in the thin disc;
• the adopted value of L0 in disc df: variation will affect

the normalisation of stellar halo;
• the power-law slope and quasi-isotropy of the stellar

halo – we will investigate this in a future paper;
• the solar motion w.r.t. the LSR.

We have investigated the sensitivity of our results to:

• R0, which controls the circular speed: a value of R0 =
8kpc reduces ρdm,! by 5%.

• The contribution of the gas disc disc to the local bary-
onic surface density. If we assume 33% instead of our stan-
dard value of 25%, we find slightly different structural pa-
rameters for the stellar discs, but our best-fit value for ρdm,!
remains unchanged.

• Rσ,i for the thin disc: using Rσ,i = 6kpc reduces ρdm,!
by < 2%.

• The fact that r0,dm changes with ρdm,! on account of
the halo constraints: setting r0,dm = 20 kpc increases ρdm,!
by 2%.

• Equal scale radii for thin and thick disc: setting
Rd,thick/Rd,thin = 0.6 (resulting in Rd,thick " 2 kpc and
Rd,thin " 3.5 kpc similar to Bovy et al. (2012)), increases
ρdm,! by 4%.

• Flattening the dark halo: a flatter dark halo increases
ρdm,! significantly. See Fig. 8.

• Systematic uncertainties in the distance scale of J08: if
this distance scale is increased by a factor α, ρdm,! proves to
be almost proportional to α, with a 20% increase in α caus-
ing ρdm,! to increase by 8%. A different value for the binary
fraction has a very similar, but smaller, effect to a general
change of the distance scale, and is hence also covered in
this uncertainty.

The two most critical systematic uncertainties are
therefore the axis ratio q of the dark halo and the distance
scale used to construct the observational vertical stellar den-
sity profile. Simply adding in quadrature the uncertainties
other than halo flattening listed above leads to a combined
systematic uncertainty of ∼ 10%. Combining this with the
uncertainty associated with dark-halo flattening we arrive
at our result

ρdm,! =

{
(0.48× q−α) GeV cm−3 ± 10%

(0.0126× q−α) M! pc−3 ± 10%
(22)

with α = 0.89 and q the axis ratio of the dark halo.
Note, there is an additional potential source of uncer-

tainty that we have not included in our estimate: Schönrich
& Bergemann (2013) find hints that the common practice
of assuming uncorrelated errors in the stellar parameters
when deriving distance estimates is not a good approxima-
tion and leads to over-confident results. Hence the parallax
uncertainties reported by Binney et al. (2014b) might be
under-estimated. To test the possible influence we doubled
the individual parallax uncertainties (a worst case scenario)
and repeated the fit. The best-fitting value for ρdm,! in-
creased by ∼ 7%. A similar uncertainty is shared by all
studies that use distances inferred from stellar parameters.

4.2 Flattening-independent results

The inverse dependence of ρdm,! on q implies that for simi-
lar scale radii r0,dm the mass of the dark matter halo within
an oblate volume with axis ratio q is approximately inde-
pendent of q. This is confirmed by Fig. 9 (upper panel) that
shows the cumulative mass distribution as a function of el-
liptical radius.

The invariance of the dark matter mass profile can be
qualitatively understood by the following consideration: flat-
tening the dark halo at fixed local density reduces its mass
and its contribution to the radial force, KR. But – due to its
still large thickness – its contribution to the vertical force
Kz at low z remains almost constant or slightly grows. To
restore the value of the circular speed at the Sun we have
to either increase the mass of the halo or that of the disc.
However, filling the gap with disc material increases Kz and
consequently compresses the vertical mass profile predicted
by the df. Thus the only possibility is to increase the mass
of the halo and decrease the mass of the disc in order to

c© 2014 RAS, MNRAS 000, 1–17
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For the surface density between ±900 pc, we find

!(z = 0.9 kpc) = (69 ± 15) M! pc−2.

Below in Fig. 15, we set these measurements in context with esti-
mates from the literature.

4.3 Other properties

We now give results for the model with a spherical dark halo. The
best-fitting model has a virial mass3 M200 = (1.3 ± 0.1) × 1012 M!.
The above-mentioned systematic uncertainties translate into a
<10 per cent uncertainty in the virial mass, but this does not encom-
pass the uncertainty introduced by the assumed shape of the radial
mass profile of the dark matter halo. For the models with flattened
haloes, we find slightly increased virial masses of 1.4 × 1012 M!
and 1.6 × 1012 M! for the axis ratios 0.8 and 0.6, respectively.

The total mass of the Galaxy’s stellar disc is
(3.7 ± 1.1) × 1010 M!. This is lower but not far from the
canonical value of 5 × 1010 M!. It is within the range of 3.6
– 5.4 × 1010 M! estimated by Flynn et al. (2006). Combining
the stellar disc with the bulge and the gas disc, we arrive at a
total baryonic mass (5.6 ± 1.6) × 1010 M!, or a baryon fraction
(4.3 ± 0.6) per cent. This value is much lower than the cosmic
baryon fraction of ∼16 per cent (Hinshaw et al. 2013; Planck Col-
laboration XVI 2013), once again illustrating the ‘missing baryon
problem’ (e.g. Klypin et al. 1999). While this baryon fraction does
not include the mass of the Galaxy’s virial-temperature corona,
the mass of the corona within ∼20 kpc of the GC is negligible
(Marinacci et al. 2010); the missing baryons have to lie well outside
the visible Galaxy in the circum- or intergalactic medium.

The thick disc contributes about 32 per cent of the disc’s stellar
mass which is lower than the 70 per cent found by J08. This result
depends, however, on our decision to equate the radial scalelengths
of the two discs. If the scalelength of the thick disc is assumed to
be shorter, as found by Bovy et al. (2012a), the mass fraction in this
component increases to ∼60 per cent. The better agreement with
J08 is only apparent, however, because these authors found a longer
scale radius for the thick disc.

Fig. 12 shows for several fairly successful spherical models the
surface densities of the stellar and gaseous discs at R0 (upper panel)
and the ratio of the radial forces at R0 from the baryons and dark mat-
ter (lower panel). The upper panel shows good agreement with the
estimates of the baryonic surface densities derived from Hipparcos
data by Flynn et al. (2006, coloured bands). The lower panel shows
that equal contributions to the radial force are achieved for local
dark matter densities ρdm, ! that are lower than our favoured value
for a spherical halo, but still within the range encompassed by the
systematic uncertainties, which is shaded grey. In our best-fitting
model, the solar neighbourhood is mildly dark matter dominated
with only 46 per cent of the radial force coming from gas and stars.
Alternatively, we can look at the contribution of disc to the total
rotation curve at 2.2 times the scale radius to check whether our
disc is ‘maximal’ according to the definition of Sackett (1997). We
find a ratio Vc, disc/Vc, all = 0.63 (Vc, baryons/Vc, all = 0.72) that is be-
low the range of 0.75–0.95 for a maximal disc, but slightly above
the typical range of 0.47 ± 0.08 (0.57 ± 0.07) for external spiral

3 We define the virial mass as the mass interior to the radius R200 that
contains a mean density of 200 times the critical density for a flat universe,
ρcrit.

Figure 12. Upper panel: mass surface densities in our models for the stars
(black points and lines) and gas (grey points and lines). The green and orange
shaded area show the corresponding one/two sigma regions reported by
Flynn et al. (2006). Lower panel: the ratio FR,bary/FR,dm of the contributions
to the radial force at R0 from baryons and dark matter. In both panels, the
grey shaded area illustrates the systematic uncertainties of ρdm, ! with the
(interpolated) best-fitting value marked by the black dashed line. For this
value, we have FR,bary/FR,dm ∼ 0.85.

galaxies (Bershady et al. 2011; Martinsson et al. 2013). It is still
lower than the value of 0.83 ± 0.04 found by Bovy & Rix (2013).

5 K INEMATICS

Here, we discuss the kinematic properties of our best-fitting model.
The circular speed at the solar radius, vc(R0) = 240 km s−1 is largely
the result of the adopted values of R0 = 8.3 kpc, the proper motion of
Sgr A*, and v!, the solar motion w.r.t. to the LSR. Our constraints
for the mass model actually fix the ratio vc(R0)/R0 (McMillan 2011).

For the local escape speed vesc =
√

2#(R0), we find a value
of 613 km s−1. Piffl et al. (2014) recently found a lower value of
533+54

−41 km s−1, but for this they used a modified definition of the
escape speed as the minimum speed needed to reach 3Rvir. If we
apply their definition to our model we find a value of 580 km s−1

which is still on the high side, but within their 90 per cent confi-
dence interval. The uncertainties arising from the above-mentioned
systematics on this value are of order 1 per cent. This comes mainly
from our rather strong prior on the mass within 50 kpc and again
does not cover the uncertainties in the dark matter profile at large
radii.4

The data points in Fig. 13 show histograms for each principal
velocity component and spatial bins defined by 7.3 kpc < R < R0 and
ranges in z that increase from bottom to top: the upper limits of the
bins are at z = 0.3, 0.6, 1, 1.5 kpc and the coordinates of each bin’s
barycentre are given at the lower centre of each panel. The vertical
scales of the plots are logarithmic and cover nearly three orders of
magnitude in star density. The plotted velocity components V1 and

4 Because of this and also because of the focus of Piffl et al. (2014) on the
fastest stars in the RAVE survey, which carry most of the information on the
escape speed, we still consider their value as the more robust one.
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-Observable: a differential recoil spectrum

See more details for the talk by Alejandro
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FIG. 12. (color online). Same as Fig. 6 but for 134Xe.
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FIG. 13. (color online). Same as Fig. 6 but for 136Xe.

butions only from the L = 0 multipole and is model-
independent:

SS(0) = A2 c2
0

2J + 1

4⇡
. (9)

This reflects the well-known coherence of the contribu-
tions of all A nucleons in SI scattering. Consequently,
near u = 0 the spin-averaged structure factors are essen-
tially identical for all xenon isotopes, apart from small
variations in A2.

Because of angular momentum coupling, only L = 0
multipoles contribute to the structure factors of the even-
mass isotopes. As discussed in Sec. II, parity and time
reversal constrain the multipoles to even L for elastic
scattering, so that for 129Xe only L = 0, and for 131Xe
only L = 0, 2 contribute. For the latter isotope, we show
in Fig. 10 the separate contributions from L = 0 and
L = 2 multipoles. At low momentum transfers, which
is the most important region for experiment, the L =
0 multipole is dominant, because coherence is lost for
L > 0 multipoles. Only near the minima of the L = 0
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FIG. 14. (color online). Structure factor SS(u) for
128Xe (this

work, black dots) in comparison to the Helm form factor (solid
red line) [25] and to the structure factor from Fitzpatrick et
al. (dashed green line) [15].
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FIG. 15. (color online). Same as Fig. 14 but for 129Xe.

multipole at u ⇠ 1.7 and u ⇠ 4.4 is the L = 2 multipole
relevant, but the structure factor at these u values is
suppressed with respect to SS(0) by over four and six
orders of magnitude, respectively.
Finally, we list in Table II the coe�cients of the fits

performed to reproduce the calculated structure factors
for each isotope.

V. COMPARISON TO HELM FORM FACTORS
AND OTHER CALCULATIONS

In experimental SI WIMP scattering analyses the stan-
dard structure factor used to set limits on WIMP-nucleon
cross sections is based on the Helm form factor [25]. This
phenomenological form factor is not obtained from a de-
tailed nuclear structure calculation, but is based on the
Fourier transform of a nuclear density model, assumed to
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FIG. 11. (Color online) Structure factors Sp(u) (solid lines)
and Sn(u) (dashed) for

127I as a function of u = p2b2/2 with
b = 2.2801 fm. Results are shown at the 1b current level, and
also including 2b currents. The estimated theoretical uncer-
tainty is given by the red (Sp(u)) and blue (Sn(u)) bands.

4. 127I, 19F, 23Na, 27Al, 29Si

In Figs. 11, 12, and 13, we show the structure fac-
tors Sn(u) and Sp(u) for 127I, 19F, 23Na, 27Al, and 29Si
at the 1b current level and including 2b currents. The
dominant structure factor is the one for the odd species.
Therefore, for 29Si Sn(u) dominates, while for the other
isotopes Sp(u) is the main component. All the features
discussed for 131Xe in Sec. IVC2 translate to these iso-
topes as well: The structure factors for the nondominant
“proton/neutron-only” couplings are strongly increased
when 2b currents are included. For the dominant struc-
ture factor, 2b currents produce a reduction, by about
10%− 30% at low momentum transfers, which at large u
can turn into a weak enhancement due to the 2b current
contribution to the pseudo-scalar currents. This is most
clearly seen for 19F in the top panel of Fig. 12, where we
also show the isoscalar/isovector structure factors S00(u),
S01(u), and S11(u). Note that the structure factor S01(u)
vanishes at the point where Sp(u) and Sn(u) cross.

V. CONCLUSIONS AND OUTLOOK

This work presents a comprehensive derivation of SD
WIMP scattering off nuclei based on chiral EFT, includ-
ing one-body currents to order Q2 and the long-range
Q3 two-body currents due to pion exchange, which are
predicted in chiral EFT. Two-body currents are the lead-
ing corrections to the couplings of WIMPs to single nu-
cleons, assumed in all previous studies. Combined with
detailed Appendixes, we have presented the general for-
malism necessary to describe both elastic and inelastic
WIMP-nucleus scattering.
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FIG. 12. (Color online) Structure factors for 19F as a
function of u = p2b2/2 with b = 1.7608 fm. Top panel:
Isoscalar/isovector S00(u) (solid line), S01(u) (dashed), and
S11(u) (dot-dashed) decomposition. Bottom panel: Pro-
ton/neutron Sp(u) (solid line) and Sn(u) (dashed) decom-
position. In both panels results are shown at the 1b current
level, and also including 2b currents. The estimated theoret-
ical uncertainty is given by the red (S11(u), Sp(u)) and blue
(S01(u), Sn(u)) bands.

We have performed state-of-the-art large-scale shell-
model calculations for all nonzero-spin nuclei relevant to
direct dark matter detection, using the largest valence
spaces accessible with nuclear interactions that have been
tested in nuclear structure and decay studies. The com-
parison of theoretical and experimental spectra demon-
strate a good description of these isotopes. We have cal-
culated the structure factors for elastic SD WIMP scat-
tering for all cases using chiral EFT currents, including
theoretical error bands due to the nuclear uncertainties
of WIMP currents in nuclei. Fits for the structure factors
are given in Appendix D.
We have studied in detail the role of two-body currents,

the contributions of different multipole operators, and
the issue of proton/neutron versus isoscalar/isovector de-
compositions of the structure factors. The long-range
two-body currents reduce the isovector parts of the struc-
ture factor at low momentum transfer, while they can
lead to a weak enhancement at higher momentum trans-
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Figure 8. Best-fitting value for the local dark-matter density
ρdm,! as a function of the assumed flatting q of the dark-matter
halo. A value of q = 1 implies a spherical halo, while smaller
values lead to oblate configurations. The dashed black line shows
a power-law fitted by eye to the points.

age or chemistry (e.g. Binney & Merrifield 1998), the minor
difference between the two thin-disc curves in Fig. 7 should
not be considered significant at this stage.

The green error bars in Fig. 7 show the stellar densities
inferred by Gilmore & Reid (1983) for stars with absolute
visual magnitude MV between 4 and 5 with an assumed
vertical metallicity gradient of −0.3 dex/ kpc−1 (in their Ta-
ble 2). The green dots in Fig. 6 show the χ2 values we obtain
when we adopt the Gilmore–Reid data points. They indicate
a deeper minimum in χ2 occurring at a smaller dark-halo
density: ρdm,! = 0.01200M! pc−3.

4.1 Systematic uncertainties

The results presented above are based on a very sophis-
ticated model that involves a number of assumptions and
approximations. Deviations of the truth from these assump-
tions and approximations will introduce systematic errors
into our results. We can assess the size of such systematic
errors much more easily in some cases than in others. We
have not assessed the errors arising from:

• the functional form of the mass model;
• the functional form of the df;
• the age-velocity dispersion relation in the thin disc;
• the adopted value of L0 in disc df: variation will affect

the normalisation of stellar halo;
• the power-law slope and quasi-isotropy of the stellar

halo – we will investigate this in a future paper;
• the solar motion w.r.t. the LSR.

We have investigated the sensitivity of our results to:

• R0, which controls the circular speed: a value of R0 =
8kpc reduces ρdm,! by 5%.

• The contribution of the gas disc disc to the local bary-
onic surface density. If we assume 33% instead of our stan-
dard value of 25%, we find slightly different structural pa-
rameters for the stellar discs, but our best-fit value for ρdm,!
remains unchanged.

• Rσ,i for the thin disc: using Rσ,i = 6kpc reduces ρdm,!
by < 2%.

• The fact that r0,dm changes with ρdm,! on account of
the halo constraints: setting r0,dm = 20 kpc increases ρdm,!
by 2%.

• Equal scale radii for thin and thick disc: setting
Rd,thick/Rd,thin = 0.6 (resulting in Rd,thick " 2 kpc and
Rd,thin " 3.5 kpc similar to Bovy et al. (2012)), increases
ρdm,! by 4%.

• Flattening the dark halo: a flatter dark halo increases
ρdm,! significantly. See Fig. 8.

• Systematic uncertainties in the distance scale of J08: if
this distance scale is increased by a factor α, ρdm,! proves to
be almost proportional to α, with a 20% increase in α caus-
ing ρdm,! to increase by 8%. A different value for the binary
fraction has a very similar, but smaller, effect to a general
change of the distance scale, and is hence also covered in
this uncertainty.

The two most critical systematic uncertainties are
therefore the axis ratio q of the dark halo and the distance
scale used to construct the observational vertical stellar den-
sity profile. Simply adding in quadrature the uncertainties
other than halo flattening listed above leads to a combined
systematic uncertainty of ∼ 10%. Combining this with the
uncertainty associated with dark-halo flattening we arrive
at our result

ρdm,! =

{
(0.48× q−α) GeV cm−3 ± 10%

(0.0126× q−α) M! pc−3 ± 10%
(22)

with α = 0.89 and q the axis ratio of the dark halo.
Note, there is an additional potential source of uncer-

tainty that we have not included in our estimate: Schönrich
& Bergemann (2013) find hints that the common practice
of assuming uncorrelated errors in the stellar parameters
when deriving distance estimates is not a good approxima-
tion and leads to over-confident results. Hence the parallax
uncertainties reported by Binney et al. (2014b) might be
under-estimated. To test the possible influence we doubled
the individual parallax uncertainties (a worst case scenario)
and repeated the fit. The best-fitting value for ρdm,! in-
creased by ∼ 7%. A similar uncertainty is shared by all
studies that use distances inferred from stellar parameters.

4.2 Flattening-independent results

The inverse dependence of ρdm,! on q implies that for simi-
lar scale radii r0,dm the mass of the dark matter halo within
an oblate volume with axis ratio q is approximately inde-
pendent of q. This is confirmed by Fig. 9 (upper panel) that
shows the cumulative mass distribution as a function of el-
liptical radius.

The invariance of the dark matter mass profile can be
qualitatively understood by the following consideration: flat-
tening the dark halo at fixed local density reduces its mass
and its contribution to the radial force, KR. But – due to its
still large thickness – its contribution to the vertical force
Kz at low z remains almost constant or slightly grows. To
restore the value of the circular speed at the Sun we have
to either increase the mass of the halo or that of the disc.
However, filling the gap with disc material increases Kz and
consequently compresses the vertical mass profile predicted
by the df. Thus the only possibility is to increase the mass
of the halo and decrease the mass of the disc in order to
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For the surface density between ±900 pc, we find

!(z = 0.9 kpc) = (69 ± 15) M! pc−2.

Below in Fig. 15, we set these measurements in context with esti-
mates from the literature.

4.3 Other properties

We now give results for the model with a spherical dark halo. The
best-fitting model has a virial mass3 M200 = (1.3 ± 0.1) × 1012 M!.
The above-mentioned systematic uncertainties translate into a
<10 per cent uncertainty in the virial mass, but this does not encom-
pass the uncertainty introduced by the assumed shape of the radial
mass profile of the dark matter halo. For the models with flattened
haloes, we find slightly increased virial masses of 1.4 × 1012 M!
and 1.6 × 1012 M! for the axis ratios 0.8 and 0.6, respectively.

The total mass of the Galaxy’s stellar disc is
(3.7 ± 1.1) × 1010 M!. This is lower but not far from the
canonical value of 5 × 1010 M!. It is within the range of 3.6
– 5.4 × 1010 M! estimated by Flynn et al. (2006). Combining
the stellar disc with the bulge and the gas disc, we arrive at a
total baryonic mass (5.6 ± 1.6) × 1010 M!, or a baryon fraction
(4.3 ± 0.6) per cent. This value is much lower than the cosmic
baryon fraction of ∼16 per cent (Hinshaw et al. 2013; Planck Col-
laboration XVI 2013), once again illustrating the ‘missing baryon
problem’ (e.g. Klypin et al. 1999). While this baryon fraction does
not include the mass of the Galaxy’s virial-temperature corona,
the mass of the corona within ∼20 kpc of the GC is negligible
(Marinacci et al. 2010); the missing baryons have to lie well outside
the visible Galaxy in the circum- or intergalactic medium.

The thick disc contributes about 32 per cent of the disc’s stellar
mass which is lower than the 70 per cent found by J08. This result
depends, however, on our decision to equate the radial scalelengths
of the two discs. If the scalelength of the thick disc is assumed to
be shorter, as found by Bovy et al. (2012a), the mass fraction in this
component increases to ∼60 per cent. The better agreement with
J08 is only apparent, however, because these authors found a longer
scale radius for the thick disc.

Fig. 12 shows for several fairly successful spherical models the
surface densities of the stellar and gaseous discs at R0 (upper panel)
and the ratio of the radial forces at R0 from the baryons and dark mat-
ter (lower panel). The upper panel shows good agreement with the
estimates of the baryonic surface densities derived from Hipparcos
data by Flynn et al. (2006, coloured bands). The lower panel shows
that equal contributions to the radial force are achieved for local
dark matter densities ρdm, ! that are lower than our favoured value
for a spherical halo, but still within the range encompassed by the
systematic uncertainties, which is shaded grey. In our best-fitting
model, the solar neighbourhood is mildly dark matter dominated
with only 46 per cent of the radial force coming from gas and stars.
Alternatively, we can look at the contribution of disc to the total
rotation curve at 2.2 times the scale radius to check whether our
disc is ‘maximal’ according to the definition of Sackett (1997). We
find a ratio Vc, disc/Vc, all = 0.63 (Vc, baryons/Vc, all = 0.72) that is be-
low the range of 0.75–0.95 for a maximal disc, but slightly above
the typical range of 0.47 ± 0.08 (0.57 ± 0.07) for external spiral

3 We define the virial mass as the mass interior to the radius R200 that
contains a mean density of 200 times the critical density for a flat universe,
ρcrit.

Figure 12. Upper panel: mass surface densities in our models for the stars
(black points and lines) and gas (grey points and lines). The green and orange
shaded area show the corresponding one/two sigma regions reported by
Flynn et al. (2006). Lower panel: the ratio FR,bary/FR,dm of the contributions
to the radial force at R0 from baryons and dark matter. In both panels, the
grey shaded area illustrates the systematic uncertainties of ρdm, ! with the
(interpolated) best-fitting value marked by the black dashed line. For this
value, we have FR,bary/FR,dm ∼ 0.85.

galaxies (Bershady et al. 2011; Martinsson et al. 2013). It is still
lower than the value of 0.83 ± 0.04 found by Bovy & Rix (2013).

5 K INEMATICS

Here, we discuss the kinematic properties of our best-fitting model.
The circular speed at the solar radius, vc(R0) = 240 km s−1 is largely
the result of the adopted values of R0 = 8.3 kpc, the proper motion of
Sgr A*, and v!, the solar motion w.r.t. to the LSR. Our constraints
for the mass model actually fix the ratio vc(R0)/R0 (McMillan 2011).

For the local escape speed vesc =
√

2#(R0), we find a value
of 613 km s−1. Piffl et al. (2014) recently found a lower value of
533+54

−41 km s−1, but for this they used a modified definition of the
escape speed as the minimum speed needed to reach 3Rvir. If we
apply their definition to our model we find a value of 580 km s−1

which is still on the high side, but within their 90 per cent confi-
dence interval. The uncertainties arising from the above-mentioned
systematics on this value are of order 1 per cent. This comes mainly
from our rather strong prior on the mass within 50 kpc and again
does not cover the uncertainties in the dark matter profile at large
radii.4

The data points in Fig. 13 show histograms for each principal
velocity component and spatial bins defined by 7.3 kpc < R < R0 and
ranges in z that increase from bottom to top: the upper limits of the
bins are at z = 0.3, 0.6, 1, 1.5 kpc and the coordinates of each bin’s
barycentre are given at the lower centre of each panel. The vertical
scales of the plots are logarithmic and cover nearly three orders of
magnitude in star density. The plotted velocity components V1 and

4 Because of this and also because of the focus of Piffl et al. (2014) on the
fastest stars in the RAVE survey, which carry most of the information on the
escape speed, we still consider their value as the more robust one.

MNRAS 445, 3133–3151 (2014)Downloaded from https://academic.oup.com/mnras/article-abstract/445/3/3133/1052064
by guest
on 29 April 2018

Piffle et al, 2014, 
MNRAS 445. 3133 

see also  
J. Hagen & A. Helmi,  
A&A 615, 2018 for 
somewhat higher 
dark matter densities 
(0.018 Mo/pc3)

Necib, Lisanti and 
Belokurov, arXiv: 
1807.02519 

Accreted stars 
trace their dark 
matter  
counterparts 

“It seems that we 
live in a huge 
debris flow”
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7Direct Dark Matter Detection: Current Status

               

• Largest and most sensitive over the wide WIMP 
range 

• 5 GeV - 10 TeV WIMP masses probed 

• XENON1T, XENONnT, LUX, LZ, Panda-X, XMASS, 
Darkside, DEAP3600

Liquid Noble Targets

• Oldest technologies with new innovations 

• 0.1-10 GeV WIMP masses probed 

• CRESST, EDELWEISS, SuperCDMS

Alternate targets with unique properties

Cryogenic crystal targets

Figure: APPEC DM Report: https://indico.cern.ch/event/982757/overview

Wino DM

• NaI crystals, bubble chambers 
• ANAIS, COSINE, DAMA/LIBRA, SABRE, PICO 
• Directional DM detection (gas/emulsion, etc)

https://indico.cern.ch/event/982757/overview
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9DAMA/LIBRA
• ~250 kg NaI(Tl) scintillators 

• DAMA/LIBRA-phase2: high QE PMTs and new electronics 
enable to lower energy-threshold down to 0.75 keV 

• Annual modulation since 1998 (~9000 days)  

• 2.86 ton-year exposure: 13.7 σ in 2-6 keV 

2110.047342-6 keV

A=(0.00996±0.00074) cpd/kg/keV

c2/dof = 130/155   13.4 s C.L.

continuous lines: t0 = 152.5 d,  T = 1.00 y 

DAMA/NaI+DAMA/LIBRA-phase1+DAMA/LIBRA-phase2 (2.86 ton ´ yr)

Absence of modulation? No
c2/dof=311/156 Þ P(A=0) =2.3´10-12

The data of DAMA/NaI + 
DAMA/LIBRA-phase1 

+DAMA/LIBRA-phase2 favour 
the presence of a modulated 

behaviour with proper 
features at 13.7 σ C.L.

DM model-independent Annual Modulation Result
experimental residuals of the single-hit scintillation events rate vs time and energy 

Acos[ω(t-t0)]

DAMA/NaI (0.29 ton x yr)
DAMA/LIBRA-ph1 (1.04 ton x yr)

DAMA/LIBRA-ph2 (1.53 ton x yr)

total exposure = 2.86 ton´yr

Releasing period (T) and phase (t0) in the fit

October 12, 2021 1:0 ws-procs961x669 WSPC Proceedings - 9.61in x 6.69in paper˙mg16 page 18
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by a hardware upgrade and an improved statistics in the first energy bin.
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Fig. 11. As Fig. 8; the new data point below 1 keV, with software energy threshold at 0.75 keV,
shows that an annual modulation is also present below 1 keV. This preliminary result confirms
the necessity to lower the software energy threshold by a hardware upgrade and to improve the
experimental error on the first energy bin.

This dedicated hardware upgrade of DAMA/LIBRA–phase2 is underway. It
consists in equipping all the PMTs with miniaturized low background new concept
preamplifier and HV divider mounted on the same socket, and related improvements
of the electronic chain, mainly the use of higher vertical resolution 14-bit digitizers.

9. Conclusions

DAMA/LIBRA–phase2 confirms a peculiar annual modulation of the single-hit scin-
tillation events in the (1–6) keV energy region satisfying all the many requirements
of the DM annual modulation signature; the cumulative exposure by the former
DAMA/NaI, DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2 is 2.86 ton × yr.

As required by the exploited DM annual modulation signature: 1) the single-hit
events show a clear cosine-like modulation as expected for the DM signal; 2) the
measured period is well compatible with the 1 yr period as expected for the DM
signal; 3) the measured phase is compatible with the roughly " 152.5 days expected
for the DM signal; 4) the modulation is present only in the low energy (1–6) keV
interval and not in other higher energy regions, consistently with expectation for
the DM signal; 5) the modulation is present only in the single-hit events, while it
is absent in the multiple-hit ones as expected for the DM signal; 6) the measured
modulation amplitude in NaI(Tl) target of the single-hit scintillation events in the
(2–6) keV energy interval, for which data are also available by DAMA/NaI and
DAMA/LIBRA–phase1, is: (0.01014± 0.00074) cpd/kg/keV (13.7 σ C.L.). No sys-
tematic or side processes able to mimic the signature, i.e. able to simultaneously
satisfy all the many peculiarities of the signature and to account for the whole mea-
sured modulation amplitude, has been found or suggested by anyone throughout
some decades thus far. In particular, arguments related to any possible role of some
natural periodical phenomena have been discussed and quantitatively demonstrated

P. Belli @EPS-HEP 2021

Modulation down to 0.75 keV

Marco Selvi                               Review of direct Dark Matter searches                     Preparing for DM discovery, 12th June 2018, Göteborg

DAMA-LIBRA new results

�34

2.46 t y

• SI/SD-induced NRs ruled out by many experiments with 
lower BGs 

• Modulation from DM-e scattering excluded by LXe TPCs 

, but challenged by

̶> need independent measurements with NaI(Tl)



10

ANNUAL MODULATION SEARCHES 

SODIUM IODIDE EXPERIMENTS
▸ DAMA/LIBRA-phase2: 6 annual cycles, 1.13 tonne x year 

with 250 kg NaI(Tl) at LNGS 

▸ Evidence for annual modulation at 9.5 sigma CL, 1-6 keV 

▸ COSINE-100: data with 100 kg NaI(Tl) at YingYang 

▸ ANAIS-112 at Canfrac, SABRE at LNGS & SUPL, PICO-LON   

▸ Xe, Ge, CsI: no evidence for annual modulation (ER, NR)

ANAIS 112.5 kg NaI(Tl) @Canfranc
DAMA/LIBRA collaboration, arXiv:1805.10486

Summary and conclusions

● SABRE can perform an independent high sensitivity verification of the 
DAMA/LIBRA modulation

● SABRE features:
○ High purity NaI(Tl) crystals
○ Low energy sensitivity
○ Active background rejection
○ Twin detectors

15

● Proof of Principle phase in preparation 
and expected to run in the second half 
of 2018

● Background levels evaluated with 
GEANT4 simulations:
○ 0.027 cpd/kg/keV for KMM (40K excluded)
○ 0.22 cpd/kg/keV for DMM

●  Full scale experiment can confirm (reject) annual modulation with amplitude 
observed by DAMA/LIBRA with 3 years of data at 6 (5) sigma.

SABRE proof of principle @LNGS 
(1 NaI crystal, active shield)

ANAIS-112

M. Martinez. F. ARAID & U. Zaragoza                                                     SUSY2018 – Barcelona, July 23-27 2018
7

See talk by Maria Martinez
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ANNUAL MODULATION SEARCHES 

SODIUM IODIDE EXPERIMENTS
▸ DAMA/LIBRA-phase2: 6 annual cycles, 1.13 tonne x year 

with 250 kg NaI(Tl) at LNGS 

▸ Evidence for annual modulation at 9.5 sigma CL, 1-6 keV 

▸ COSINE-100: data with 100 kg NaI(Tl) at YingYang 

▸ ANAIS-112: dark matter run @Canfranc since in August 2017   

▸ Xe, Ge, CsI: no evidence for annual modulation (ER, NR)

COSINE-100 NaI detectorsDAMA/LIBRA collaboration, arXiv:1805.10486

COSINE-100 at ICHEP2018

Spin independent WIMP-nucleon cross section limit  
(59.5 days of the COSINE-100 data)

Chang Hyon Ha, Center for Underground Physics, IBS ICHEP2018, Seoul, July 4-1113

Preliminary

<standard halo>
     v0 = 220 km/s,  
ρDM = 0.3 GeV/cm3,  

vesc = 650 km/s 
fp/fn=1

Quenching factor

Q(Na)=0.3, Q(I)=0.09Savage et al

• Spectrum with known 
sources of backgrounds 

• COSINE-100 excludes 
DAMA/LIBRA-phase1’s 
signal as spin-
independent WIMP with 
Standard Halo Model in 
NaI(Tl) 

• Consistent with null 
results from other direct 
detect experiments with 
different target medium

COSINE-100 Construction Timeline
Dec. 2015 Jan. 2016 Feb. 2016

Mar. 2016 Apr. 2016

May. 2016 Sep. 2016Jun. 2016

5Chang Hyon Ha, Center for Underground Physics, IBS ICHEP2018, Seoul, July 4-11

See talk by Maria Martinez
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DAMA vs COSINE/ANAIS

ANAIS (112kg) @Canfranc in Spain 

- 3 year data: 0.31 t x y exposure 

- same threshold but ~3x higher background 

- data consistent with no modulation; incompatible with 
DAMA at 3.3σ [1-6 keV]

COSINE100(106kg) @Yangyang in South-Korea 

- Already excluded DAMA interpreted as SI interaction with 
standard halo model (2104.03537) 

- 3 year data: 0.173 t x y exposure 

- data consistent with null and also DAMA yet
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expect our uncertainty to fall within the interval (0.0037,
0.0041) dru at a 1� confidence level; we do not observe
any dependence of our projected uncertainty on the am-
plitude of the modulation. Given that the maximum bias
observed in this investigation is an order of magnitude
smaller than our projected uncertainty, we do not adjust
for this bias in this analysis.

In addition to assessing the bias induced by our full
model of the event rate over time, we also investigate the
bias induced by the simplified background model used in
our previous modulation search. This simplified model
consisted of a constant and exponentially decaying com-
ponent in each detector, in addition to the annual mod-
ulation signal. The single exponentially decaying com-
ponent in each detector served to model short-lived cos-
mogenic isotopes, similar to the exponentially decaying
components in the background model described by Eq. 1;
however, the specific cosmogenic components present in
the detectors were not known at the time of our pre-
vious analysis, precluding the use of the more accurate
background model presented here. To quantify the bias
in the modulation amplitude measured using this simpli-
fied background model on the 173 kg·yr dataset studied
here, we fit this simplified model to the aforementioned
pseudo-experiments. Across all pseudo-experiment en-
sembles the magnitude of the mean bias is greater than
0.0085 dru, as shown in Fig. 3. This large bias, with a
magnitude roughly as large as the DAMA-observed mod-
ulation amplitude, illustrates the importance of devel-
oping an accurate time-dependent background model in
annual modulation searches.

FIG. 4. Event rate over time of each detector in the 1–6 keV
energy region from October 21, 2016 to November 21, 2019
binned in 15-day intervals with the phase-fixed best-fit model
overlaid.

C. Results and Discussion

With the phase of the modulation signal fixed at 152.5
days, we find a best-fit modulation amplitude in the 1–
6 keV energy region of 0.0067 ± 0.0042 dru. Our ob-
served event rate over time overlaid with the phase-fixed
best-fit model for this energy region is shown in Fig. 4.
The marginalized posterior distribution of the modula-
tion amplitude in the 1–6 keV region is shown in Fig. 5.
We also perform a fit to our data in the 2–6 keV region
and find a best-fit amplitude of 0.0050±0.0047 dru. The
measured modulation amplitudes in both energy regions
are consistent with both the DAMA-observed modula-
tion and the case of no observed modulation.

FIG. 5. Marginalized posterior distribution of the observed
modulation amplitude in the 1–6 and 2–6 keV energy ranges
with the modulation phase fixed at June 2nd, 152.5 days from
the start of the calendar year. The dotted and dashed lines
denote the 68.3% and 95.5% highest-density intervals, respec-
tively. The arrows represent the best-fit amplitudes from the
results of the DAMA experiments [7].

FIG. 6. Predicted modulation amplitude uncertainty (left)
and chi-square distribution of the best-fit model (right) from
pseudo-experiment ensembles for the 1–6 keV phase-fixed
modulation search compared with the result from data. Re-
sults from the pseudo-experiments are shown as blue his-
tograms, whereas the measured results from data are marked
by orange arrows. Here, the uncertainty distribution from the
pseudo-experiment ensemble with a 0.0 dru input modulation
is shown as a representative example. The black-dashed his-
togram is the Gaussian fit to the uncertainty distribution.
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Configuration Amplitude [dru] Phase [days]

COSINE-100 1–6 keV (This result) 0.0067±0.0042 152.5 (fixed)

COSINE-100 2–6 keV (This result) 0.0050±0.0047 152.5 (fixed)

COSINE-100 2–6 keV (2019 result [14]) 0.0083±0.0068 152.5 (fixed)

ANAIS 1–6 keV (2021 result [16]) -0.0034±0.0042 152.5 (fixed)

ANAIS 2–6 keV (2021 result [16]) 0.0003±0.0037 152.5 (fixed)

DAMA/LIBRA 1–6 keV (phase2 [7]) 0.0105±0.0011 152.5 (fixed)

DAMA/NaI+LIBRA 2–6 keV [7] 0.0102±0.0008 152.5 (fixed)

COSINE-100 1–6 keV (This result) 0.0094+0.0073
�0.0072 194.5+49.0

�50.5

COSINE-100 2–6 keV (This result) 0.0061+0.0064
�0.0061 Unconstrained

COSINE-100 2–6 keV (2019 result [14]) 0.0092±0.0067 127.2±45.9

DAMA/LIBRA 1–6 keV (phase2 [7]) 0.0106±0.0011 148±6

DAMA/NaI+LIBRA 2–6 keV [7] 0.0103±0.0008 145±5

TABLE I. Comparison of modulation search results from COSINE-100, ANAIS-112, and the DAMA experiments in the 1–6 and
2–6 keV energy intervals. The top section of the table compares searches in which the phase and period of the modulation are
fixed at 152.5 days and 365.25 days, respectively. The bottom section summarizes results from COSINE-100 and ANAIS-112
in which only the period of the modulation is fixed, and from the DAMA experiments in which both the phase and period of
the modulation signal are free parameters, in addition to the amplitude. It should be noted that this analysis reports two-
dimensional Bayesian highest-density credible regions, whereas the 2019 COSINE-100 result reports one-dimensional frequentist
confidence intervals.

FIG. 8. Measured modulation amplitudes as a function of
energy in 1 keV bins for the COSINE-100 single-hit (blue
closed circles) and multiple-hit (green open circles) datasets.
The combined results from DAMA/NaI and DAMA/LIBRA-
phase1 and phase2 [7] are also shown for reference. The pe-
riod and phase of the modulation component are fixed at
365.25 days and 152.5 days, respectively. Vertical error bars
are the 68.3% highest-density credible intervals of the modu-
lation amplitude posteriors in each energy bin.

to 1 keV and by implementing a fully featured, time-
dependent background model based on dedicated back-
ground studies of short-lived components of cosmogenic
origin in COSINE-100. With the phase and period of
the modulation signal fixed, we observe a best-fit modu-
lation amplitude of 0.0067±0.0042 (0.0050±0.0047) dru
in the 1–6 (2–6) keV signal region, consistent with both

the modulation amplitude reported by DAMA and the
no-modulation case. In addition, when allowing both
the phase and the amplitude of the modulation signal
to float as free parameters we measure a best-fit value
that is consistent with both the DAMA-preferred value
and the case of no modulation. The validity of our
modulation search procedure was confirmed via pseudo-
experiment studies and analyses of sideband data sam-
ples. Although COSINE-100 is unable to distinguish be-
tween the DAMA-observed modulation and no modula-
tion signal after three years of operation, we plan to con-
tinue operation of the COSINE-100 detector until late
2022, when commissioning for the next phase of the ex-
periment, COSINE-200, will commence. Thus, the fi-
nal exposure of COSINE-100 will increase compared with
this analysis by more than a factor of two, significantly
improving our sensitivity to DAMA’s observed modula-
tion signal.
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also shown in red (blue), together with the best fit for Sm.
The best fit values are also collected in Tables III and IV.
In the [2–6] keV region, data are well described by the

null hypothesis in both models (p values of 0.265 and
0.189). Smaller p values (0.051 and 0.013) are obtained in
[1–6] keV region. We will comment on this later. For the
modulation hypothesis, we obtain in all cases best fit
modulation amplitudes compatible with zero at 1σ. The
standard deviation of the modulation amplitude σðSmÞ is
the same for the two background modeling approaches in

the [1–6] keV (0.0044 cpd=kg=keV) and [2–6] keV
(0.0039 cpd=kg=keV) energy regions.
In order to account for systematic effects related to the

differences in backgrounds and efficiencies among detec-
tors, we apply a third approach in which the number of
measured events of every module, ni;d, is considered
independently. The summation in the χ2 expression is
therefore performed also over detectors. The expected
number of events for every time bin ti and detector d is
written as
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FIG. 12. Upper panels: ANAIS-112 fit results for three years of data in the [1–6] keV (left) and [2–6] keV (right) energy regions, both
in the modulation (blue) and null hypothesis (red) when the background is described by Eq. (4). Lower panels: same, but using the
background described by Eq. (5). Best fits for Sm, χ2 and p values are also shown.

TABLE III. Summary of the fits searching for an annual modulation with fixed phase in the three years of ANAIS-
112 data for different background modeling (see text for more details).

Energy region Model
χ2=NDF Nuisance Sm

p value mod. p value nullnull hyp. params. cpd/kg/keV

[1–6] keV Eq. (4) 132=107 3 −0.0045# 0.0044 0.051 0.051
Eq. (5) 143.1=108 2 −0.0036# 0.0044 0.012 0.013
Eq. (6) 1076=972 18 −0.0034# 0.0042 0.011 0.011

[2–6] keV Eq. (4) 115.7=107 3 −0.0008# 0.0039 0.25 0.27
Eq. (5) 120.8=108 2 0.0004# 0.0039 0.17 0.19
Eq. (6) 1018=972 18 0.0003# 0.0037 0.14 0.15
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we introduce a modulation amplitude equal to that observed
by DAMA/LIBRA in the corresponding energy interval
(0.0105! 0.0011 cpd/kg/keV at [1–6] keV and 0.0102!
0.0008 cpd=kg=keV at [2–6] keV). We follow the same
procedure as before to compute the bias at the DAMA/
LIBRA observed modulation. The results are collected in
Table VI. In all cases, the bias is compatible with zero or
negligible. We also show in the last column the standard
deviation of Ŝm obtained from the distributions, that agrees
with our estimates presented in Sec. V.

C. Phase-free annual modulation analysis

We extend the analysis presented in previous sections by
taking t0 as a free parameter. The best fits are presented in
Fig. 17 for the three fitting procedures [left, middle, and
right panels correspond to Eqs. (4)–(6), respectively] in the
[1–6] keV (upper panels) and [2–6] keV (lower panels)
regions. The exclusion contours at 1, 2, and 3σ are depicted
as blue solid, dotted, and dashed lines. In all cases, the best
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FIG. 14. Same as Fig. 13 for [2–6] keV energy region.
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Decay of cosmogenic isotopes

More NaI detectors in progress: 

- COSINUS: detects also phonons in undoped NaI construction 
at LNGS in 2022 

- SABRE, PICOLON, etc 
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THE CRESST EXPERIMENT
Cryogenic Rare Event Search with Superconducting Thermometers

Direct detection of dark matter particles via their scattering off target nuclei

Scintillating CaWO4 crystals as target

Target crystals operated as 
cryogenic calorimeters (~15mK)

Separate cryogenic light detector to 
detect the scintillation light signal

©T. Dettlaff/MPP

Florian Reindl - HEPHY & TU ViennaJuly 27, 2018 4

 CRESST

CaWO4: ~23.6g

• Ge bolometers 

• CDMS-lite: amplified Luke phonos, low threshold but 
not ER/NR discrimination (no ionization signals) 

• 600g Ge, energy threshold of ~70 eV

(Super)CDMS / EDELWEISS2

 CRESST

• 24 g of CaWO4 crystals (~15mK) for phonon/scintillation 
• Energy threshold of ~30eV

SPICE-HeRALD experiment: planed at Kamioka 

- Quantum sensing consortium is established for a new 
underground cryogenic facility at Kamioka (Tohoku/LBNL/QUP) 

- improving TES athermal phonon detectors and using same 
sensors on multiple targets 

- ~1eV energy threshold in a large area (3” dia.)  

-

Golden reference TES

M. Garcia-Sciveres @ KEK-IPNS-IMSS-QUP Workshop
https://www-conf.kek.jp/joint-colloquium/slides/Garcia-Sciveres.pdf

https://www-conf.kek.jp/joint-colloquium/slides/Garcia-Sciveres.pdf


12Cryogenic Bolometers
SPICE-HeRALD experiment: planed at Kamioka 

- Quantum sensing consortium is established for a new 
underground cryogenic facility at Kamioka (Tohoku/LBNL/QUP) 

- Data-taking is planed to start in 2024 

-

M. Garcia-Sciveres @ KEK-IPNS-IMSS-QUP Workshop

modes, including light as well as phonons/rotons. The detector suspended above the LHe surface will detect
quantum evaporation signals. In this mechanism, a photon or roton ejects a He atom from the liquid surface
into the vacuum above, which is almost perfect due to the extremely low vapor pressure of He-4. When
the He atom lands on the surface of the suspended detector it releases heat of adsorption which exceeds the
energy that went into ejecting it from the fluid. This is therefore a gain mechanism. This readout mechanism
would not only work for a LHe target, but can be applied by coating the surface of any solid target with He.
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FIG. 2: Sensitivity projections for the target materials and TES sensitivities de-
scribed here. Interaction type is listed in the top left corner of each plot. Grey
and pink regions have already been excluded, light orange regions indicate model
regions of interest, and the light blue region indicates parameters for which solar
neutrino coherent nuclear scattering will dominate the nuclear recoil rate. Sensitiv-
ity curves come in three stages: Solid curves assume current technology (based on
a TES with 40 meV baseline resolution), dashed curves assume the baseline goals,
and dotted lines describe some future ‘ultimate’ experiment for each technology.

Scintillating crystal tar-
gets will produce light in addi-
tion to phonons, and the crys-
tal scintillation mode is sensi-
tive to ERDM. The detectors
built on 1 mm-thick Si serve
as zero dark count photode-
tectors. Incident photons will
be absorbed in the Si, produc-
ing phonons.

The experiments will re-
quire support, cooling, con-
trol and readout, shielding and
veto, and calibration. R&D
is needed to optimize detector
performance, investigate veto
technology and to establish
the most suitable calibration
methods. The underground
siting of the experiments will
influence final design.

Scientific Reach: The ex-
periments will have sensitiv-
ity to both nuclear recoil DM
(NRDM) and electron recoil
(ERDM) interactions. DM
parameter space sensitivity
for NRDM (ERDM) is given
for 100 g-yr (1 kg-yr) expo-
sure at an underground site.
Sensitivity projections assum-
ing present technology (solid
lines) and assuming baseline
goals (dashed lines) are shown
in Figure 2. These sensitivities show the power of a low-threshold TES-based sensor, and they make clear
the useful complementarity between the three target materials’ various sensitivities. GaAs exhibits efficient
scintillation and lack of dark counts, enabling interesting electromagnetic sensitivities at the photon energy
scale and above. LHe posseses a low-mass target nucleus, enabling interesting NR sensitivities at 1 MeV
and above, along with phonon modes that enable direct phonon excitation at lower masses. In addition to
the relatively light O nucleus, Al2O3 exhibits a highly polar unit cell, with numerous optical phonon modes
extending to ⇠100 meV, enabling interesting sensitivities at the lowest energies.
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Cavern preparation by Tohoku RCNS Detector design by LBNL

Figures from https://www.snowmass21.org/docs/files/summaries/CF/SNOWMASS21-CF1_CF2-IF1_IF8-120.pdf

http://www.apple.com
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LIQUEFIED NOBLE GASES
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Photo sensors

gas xenon

liquid xenon

photosensors

photosensors

S1

S2

E

▸ Single and two-phase Ar & Xe detectors 

▸ Time projection chambers: 

▸ 3D position resolution via light (S1) & 
charge (S2) -> fiducialisation 

▸ S2/S1 ->particle ID  

▸ Single versus multiple interactions

M. Schumann (AEC Bern) – XENON 8

XENON1T

96cm

● 3.5 t liquid xenon in total
● 2.0t active target
● ~1t after fiducialization
 

● 248+6 PMTs

Introduction Rate modulation Bolometers Noble gases Others

Next LAr detectors

Dark Side-50 at LNGS in Italy
Two phase TPC: 50 kg active mass (33 kg FV)
Depleted argon to reduce 39Ar background
Currently commissioning the LAr detector
! first light and charge signals observed
Physics run expected for fall 2013

DEAP - Dark matter Experiment with Argon
and Pulse shape discrimination

3 600 kg LAr in single phase at SNOlab
Aim to use depleted argon
Status: in construction

* Also CLEAN detector (LAr or LNe) at SNOLab

PandaX – in	Future

• PandaX-4T	for	DM	search
• PandaX-III	for	0vbb	search	

PandaX-I: 120 kg 
DM experiment
2009-2014

PandaX-II: 500 kg 
DM experiment 
2014-2018

PandaX-III: 200 kg to 
1 ton HP gas 136Xe 
0vDBD experiment
Future

PandaX-xT:   
multi-ton (~4-T) 
DM experiment
Future

CJPL-I CJPL-II

Ning	Zhou,	ICHEP	2018 16

DEAP-3600 XENON1T LUX DarkSide-50 PandaX-IIXMASS

�17
Single and two-phase Ar & Xe detectors  
 
Time Projection Chambers: 

- leading the searches for high-mass WIMPs: 

- energy determination, 3D position resolution via light (S1) & 
charge (S2): fiducialization 

- S2/S1⇒ ER/NR discrimination 

- Single vs multiple interactions 

- XENON1T currently leads the search for both low/high-mass 
WIMPS 

Element Z (A) BP (Tb) at  
1 atm [K]

liquid density 
at Tb [g/cc]

ionization  [e-/
keV]

scintillation 
[photon/keV]

He 2 (4) 4.2 0.13 39 15

Ne 10 (20) 27.1 1.21 46 7

Ar 18 (40) 87.3 1.4 42 40

Kr 36 (84) 119.8 2.41 49 25

Xe 54 (131) 165 3.06 64 46

Cryogenic Noble Liquids: some properties

• Suitable materials for detection of ionizing tracks:

➡ dense, homogeneous target and also detectors (scintillation and ionization)

➡ do not attach electrons; inert not flammable, very good dielectrics

➡ commercially easy to obtain and purify


• Large detector masses are feasible (at modest costs compared to semiconductors)

• Self-shielding + good position resolution in time projection chamber mode
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Single and two-phase Ar & Xe detectors  
 
Time Projection Chambers: 

- leading the searches for high-mass WIMPs: 

- energy determination, 3D position resolution via light (S1) & 
charge (S2): fiducialization 

- S2/S1⇒ ER/NR discrimination 

- Single vs multiple interactions 

- XENON1T currently leads the search for both low/high-mass 
WIMPS 
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Cryogenic Noble Liquids: some properties

• Suitable materials for detection of ionizing tracks:

➡ dense, homogeneous target and also detectors (scintillation and ionization)

➡ do not attach electrons; inert not flammable, very good dielectrics

➡ commercially easy to obtain and purify


• Large detector masses are feasible (at modest costs compared to semiconductors)
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15XENON1T: Electronic Recoil Excess

Best-fit

Excess in (1,7) keV;  
 - 285 events expected 
 - (232±15) events expected 
⇒ 3.3σ fluctuation 

Unknown origin: tritium, solar axions, ALPs, dark photons, 
something else? 
 
⇒ XENONnT can probe the excess with better LXe purity 
and lower BG level (~10%)
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Figure 5: Projected 5� discovery potential of some upcoming and proposed liquid noble gas dark matter projects.
Shown are projections from ARGO (LAr, 3000 t⇥ year exposure [360]), DarkSide-20k (LAr, 200 t⇥ year [360]),
DARWIN (LXe, 200 t ⇥ year, estimated using [242]), LZ (LXe, 15.3 t ⇥ year [241]) and XENONnT (LXe,
20 t⇥ year [282]).

parameter space exists where DEAP-3600 has leading exclusion sensitivity [364]. In addition there is the
long-standing claim of the observation of an annually modulating DM signal in the NaI(Tl) scintillators
of DAMA/LIBRA [139] which has been investigated and rejected by modulation searches using other
targets and detection technologies. However, the ultimate check of the claim can eventually only come
from independent projects using the same target material and searching for the same signature.

In general, if a putative DM discovery is made in any experiment, a confirmation using a second
target and possibly even a second technology is required, both to rule out potentially mis-identified
experimental backgrounds or artefacts, and to start probing the relevant DM particle properties. Com-
bining data from different targets can significantly improve the reconstruction of the WIMP mass and
cross sections, as well as other WIMP properties such as its spin, self-conjugacy, and coupling struc-
ture [365–369]. Moreover, using different targets can even allow for a self-calibration of some astrophys-
ical parameters [365, 367]. The comparison of results from different targets/isotopes directly constrains
the possible WIMP-matter interaction channel (A2 for SI, target (in)sensitivity for SD, etc.). Ideally,
the DM nature of a signal will eventually be confirmed by detecting the directionality of the signal in
dedicated detectors, as well as by observations in indirect detection and/or collider searches. However,
even in optimistic scenarios of detecting a simultaneous signal in both direct and indirect detection ex-
periments, e.g. Fermi LAT and/or CTA, a good reconstruction of the WIMP mass, cross sections, and
other properties, can typically only be achieved at rather low WIMP mass, below some 200GeV/c

2, and
fairly large values of the cross sections close to current experimental sensitivity [370].

4.8 SWOT Tables for WIMP Experiments
In order to facilitate the comparison between the different experimental approaches, the technology-
intrinsic advantages (strengths S) and limitations (weaknesses W) as well as opportunities O and gen-
eral risks (threats T) of each experimental approach described in Sect. 4.6 are summarised in dedicated
SWOT tables on the following pages for: cryogenic experiments, LXe TPC experiments, LAr detectors,
NaI(Tl) and ionization detectors and directional detectors. The different targets and technologies also
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FUTURE: LIQUEFIED NOBLE GASES
▸ In construction, commissioning or first data 

taking: 

▸ LUX-ZEPLIN, XENONnT, PandaX-4t, DarkSide-20k 

▸ Planned (design and R&D stage) 

▸ DARWIN (50 t LXe), ARGO (300 t LAr)

DarkSide: 20 t LAr 
Data taking 2023

XENONnT: 8.6 t LXe  
Data taking 2021

Large)Scale)TPC

• Drift)region:)! ~1.2m�H"~1.2m
– Xenon)in)sensitive)region�4ton

• Design)goal:
– High)signal)efficiency
– Large)and)uniform)electric)field
– Veto)ability

 

! !

�

Ş�)�ŗņ͹ȵ˔ŕɠѱȕǤƗ̦ϱϨ̀ǿŞscdË̞ͥШ ),. om�

!

Ţȵ˔ŕÜ业sȂ�ю～m̯ŪбoŝҀcȁ̦̄ȵ˔ȓɺsØƹ±Ħ̒Ƃ

Ş ) Ȇ̀mɫ̈Ї G:!A> ͫƇŐ？ʲ±～ŃƦ˲ĮʲñƇ�̙īɠ̦ѯ˻ËTC


ºĻr�ŁɠʲĦƇʕĭàǜАōș́？ʲĦƇ̞͂�̙̞̞͂Ƈm̞̞͂ƇŢ˯

͉̞Ț̌±～d˯͉—？ϘҔsϛχį̞ŤȤ—ʱʲp̞θĮË�̙Ǘɠ̦̞͂

ºĻTC( ºĻrmΉľ C( ĮË̦¬ΟŐ C
�C( ºĻɠѱƼķ�̽ƕͫƇ±～¬

Οsǌ×вϕʕĭàTºĻrŐ̞ƇĭàTɹǐr̦�´两ûmʕĭà�´̦ C(

ºĻŐ C
 ºĻ̦ʮ¿ϞгƧ�̞Ƈĭà�´mΤpƇǜА̦ʕĭà�´̛�Ÿʢ

Ɏƥ¥�̙ŸoC(ºĻsб±ɫ̈ЇǜА̦ʕĭà̦ĘʢC(ºĻɲǨź̦đûm

ĴŷsC
ŐC(ºĻƠǨ­ΰђ̦ɫ̈ЇǜА̦ʕĭàºĻыÙɲ˶ɌǓm̛�̞

̞͂ƇŢʱʲѐ̦ʥʮѯ˻Ë̦�̙̎ǨƁsC( ̘ηķ�юҎ—Ęo̞̞͂Ƈ̦

��
�����

▪ �ŋëįȢćì¿
▪ ŷƣlƗíʉɕɒɖƴ

▪ ŷƣlɂáʉɕɒɖƴ

▪ ŰŠ:ƌ÷Șɋɚ�

▪ ŻĠl ŰŠɋɘɑə�

 �ƽŰŠįȢćì¿ǪǨ

 ��i

 �*���/2����
���	���%=

T�*���/2����
���	���%=

T��i

yq§¥k
�	m

�j>�D
_U|

H���M?
,�S0M?
�z»�+d�,
���E,Þ+8
�°��

��
�����

▪ �ǣǁûȔX

 �ƽŰŠįȢćì¿ǪǨ

tpYsh`2 t
zpBYs?�bc
�J�cYs!�

¦Sv��D2 dx�
X]NV�# ~��J
:"��v��D�+o
& ~9*

*��2\�Ys?
-���>��*

yq§F28N-�
�*�[¦*\�^
{

9

Top)PMT)array,)3”

Top)Cu)plate

Teflon)
supporter

Electrodes)
and)shaping)
rings

Bottom)Cu)
plate

Bottom)PMT)array)
3”Veto)System

PandaX-4t LXe 
Data taking 2021

LUX-ZEPLIN: 10 t LXe 
Data taking 2021

DARWIN: 50 t LXe 
Data taking ~2027/28

The DarkSide Program at Gran Sasso Lab

DarkSide-50
150/50/30 kg total/active/fiducial

Sensitivity<10−44 cm2

Data: 2013-present

DarkSide-20k
30/23/20 T tot/act/fiducial

Sensitivity<10−47 cm2

Data: ~2021 

Features
• High light yield:  LAr Pulse 
Shape Discrimination >107

• Underground Argon:  low 39Ar
• TPC 3D event reconstruction
• High-efficiency neutron 
vetoing

18

Neutrino 
coherent 
scattering

 In construction, commissioning or first data-taking:  

- LUX-ZEPLIN(LXe), XENONnT(LXe), PandaX-4t(LXe), DarkSide-20k(LAr)

2104.07634

Wino DMPlanned (in a design and R&D phase):  

- DARWIN (50 t LXe), ARGO (300t LAr) 

- Future merger of DARWIN and LZ to build/operate G3 experiment (MoU)

Physics reach 

- 5σ discover sensitivity will reach 3TeV Wino DM scenario (thermal DM)



17XENONnT/LZ

Both experiments have started taking science data, and extensive analyses are underway

XENONnT @ LNGS 

- 5.9 t LXe target 

- Rn activity achieved: 1.7μBq/kg (~13% of 1T)  
(still can reduce by a factor of 2)

LZ @ SURF 

7.0 t LXe target 

Rn activity (goal): 2 μBq/kg

Rn activity@XENONnT
BG event rate@XENONnT

XENONnT



18XENONnT/LZ

Both experiments have started taking science data, and extensive analyses are underway

LZ @ SURF 

7.0 t LXe target 

Rn activity (goal): 2 μBq/kg

Plot from Amy Cottle@IOP HEPP 2022

Rn220 (Electronic Recoil)

Neutron (Nuclear Recoil)

S1 [phd]

lo
g1

0(
S2

) [
ph

d]

LZ

LZ

Plot from Amy Cottle@IOP HEPP 2022
LZ

XENONnT @ LNGS 

- 5.9 t LXe target 

- Rn activity achieved: 1.7μBq/kg (~13% of 1T)  
(still can reduce by a factor of 2)



19DARWIN: R&Ds

๏ Two  large-scale demonstrators, in z and in x-y, supported by ERC grants 

๏ Main goals: show electron drift over 2.6 m, operate 2.6 m ø electrodes 

๏ Xenoscope, 2.6 m tall TPC and Pancake, 2.6 m ø TPC, in commissioning 
stages

Detector prototypes

20
L. Baudis et al, JINST 16, P08052, 2021 Test e- drift over 2.6 m (purification, high-voltage) Test electrodes with 2.6 m diameter

Ongoing R&D: Demonstrators

DARWIN full-height Demonstrator DARWIN full-(x,y) Demonstrator

Credits: F. Girard
Credits: F. Tönnies

2.6 m

2.6 m

• Demonstrate electron drift over the full 
height (Xe-Purification, heigh voltage) 

• Test electrodes and homogeneity of the 
extraction field

!13

Ongoing R&D: Demonstrators

DARWIN full-height Demonstrator DARWIN full-(x,y) Demonstrator

Credits: F. Girard
Credits: F. Tönnies

2.6 m

2.6 m

• Demonstrate electron drift over the full 
height (Xe-Purification, heigh voltage) 

• Test electrodes and homogeneity of the 
extraction field

!13

XENON nT DARWIN
Time 2020~2025 2027~

Diameter × Height 1.3 m × 1.5 m 2.6 m × 2.6 m
Total LXe 8.6 ton 50 ton

Fiducial volume 4 ton 40 ton
222Rn BG level 1μBq/kg 0.1 μBq/kg

Two demonstrators in commissioning stage:  
 
- Xenoscope, 2.6 m tall (Zurich) 
- Pancake, 2.6 m diam TPCs (Freiburg)

New low BG techniques being developed in Japan: 
 
- new VUV SiPM with lower DC rate  
- hybrid photosensor (PMT/SiPM) 
- hermetic TPC for further Rn reductionBG level: 10% of XENONnT 

Cooperation with Hamamatsu 



20Neutrino Fog
Sensitivity of  the experiments: eventually limited by the neutrino backgrounds 

Discovery of a signal: only possible if excess in events > stat. fluctuations in the background 

The "neutrino fog/floor“ depends on 

 - systematic uncertainty in neutrino fluxes (~2% in 8B,~20% for atmospheric neutrinos) 

 - astrophysics inputs for the DM signal: halo model
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FIG. 5. Spin independent discovery limits at mc = 100 GeV for a xenon target (left) and mc = 5000 GeV for an argon target
(right) as a function of the expected number of atmospheric CEnNS events N, and the fractional uncertainty on the atmospheric
neutrino flux, dFAtm/FAtm. We also indicate the three scaling regimes as a function of N with dashed lines: (1) “background-
free” s ⇠ N�1, (2) Poissonian s ⇠ N�1/2 and (3) saturation s ⇠

p
(1 + dF2N)/N. The bottom panels in each case show

the logarithmic scaling exponent defined as: nDL ⌘ d ln sDL/d ln N. The two different masses that have been chosen here
correspond to the cases where the recoil distributions for xenon and argon most strongly overlap with the 8B recoil rates. These
choices therefore correspond to the masses for which the discovery limits have the largest departure from the Poissonian scaling
regime.

B. Impact of the neutrino background

The impact of neutrinos on the discovery of DM de-
pends on the size of the neutrino background and—
though not often stated explicitly—its systematic uncer-
tainty. A feeble WIMP signal is saturated not just when
the number of signal events is simply less than the back-
ground, but when that excess of events is smaller than
the potential statistical fluctuation in the background.

More precisely, as the exposure E of an experiment
increases, the background grows linearly ⇠ E but the
number of events required to detect the WIMP at a fixed
significance should only grow with ⇠

p
E , for Pois-

sonian statistics. But eventually the exposure will be
large enough that

p
E/E < dF, where dF is the un-

certainty on the background. At this point the WIMP
signal, which would have been detectable otherwise,
only provides excess events at a lower level than the
expected statistical fluctuation. If there is no other way

to distinguish the WIMP events from background, the
minimum discoverable cross section will plateau for in-
creasing E . In practice though, recoil energy informa-
tion provides a weak discriminant, so this saturation
only occurs strongly when the range of recoil energies
for certain WIMP masses closely overlap with the spec-
trum of a particular component of the neutrino back-
ground.

Figure 4 shows those WIMP masses which are most
impacted by each component of the neutrino back-
ground listed in Table I. The discovery limits in this
case correspond to arbitrarily large and sensitive ex-
periments: the full range of WIMP masses and cross
sections shown here is demonstrably not accessible to
any single experiment. Rather, this plot serves to illus-
trate the ranges of WIMP models where each neutrino
background is important. For consistency we choose an
argon target nucleus here, but equivalent plots for other
nuclei look similar to this.

The focus area for this study are masses above mc ⇠

C. A. J. O'Hare PRD 94, 2016 

C. A. J. O'Hare PRD 102, 2020 

2109.03116



21Direct Dark Matter Detection: Past/Present/Future

               

Spin-independent cross section upper limits at 60 GeV WIMP mass
10-41cm2 in ~1998 to few x 10-47 cm2 in ~2018  

Figure: Rick Gaitskell, 2020 

Now here



22Exciting Future for Direct Detection

instagram.com/xenon_experiment

twitter.com/xenonexperiment

www.xenonexperiment.org 

very diverse experimental landscape ‒ many different projects 

aim at closing most interesting parameter space in the next decade(s)

2104.07634

Wino DM

https://www.instagram.com/xenon_experiment/
http://instagram.com/xenon_experiment
http://twitter.com/xenonexperiment
http://twitter.com/xenonexperiment
http://www.xenonexperiment.org/
http://www.xenonexperiment.org/

