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EOS space migration:

data: directories, files, links

metadata: permissions, attributes

instance and space settings (quotas, access rights etc.)

sync, freeze source and redirect all clients to use new location

Objective and Tools
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Storage
 
Low level tools:

eos cp, xrdcp, rsync, fusex, eos-ns-inspect

Incomplete/no attribute or permission transfer

requires special care per migration item type 

need for higher level tool automating the migration process

QuarkDB

SOURCE DESTINATION
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Procedure pitfalls:
very diverse file occupancy among directories  
(e.g. one can find O(1M) very small files in 1 dir)

user permission inconsistencies (posix/ACL) 
(users not allowed to browse or write to the directory where they own files)
interference with durability tools (fsck)  
(problems during migration process may be difficult to spot)

random data/metadata corruption at source and destination  
(HW/SW problems)
human factor  
 Do you really want to run this from master headnode ?


Some of the automation pitfalls:

scale (e.g. metadata volume to keep in sync)
sync time (in case of no source freeze) 
(AMS 60M files, 400k directories, 13PB)

problem catching, reporting and fixing  
(many migration jobs)
low level tool issues  
(e.g. string byte decoding in python)

 Challenges

https://pythonhosted.org/kitchen/unicode-frustrations.html
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Per username migration tools:

repository
migration item = user

 /eos/user/<letter>/<username>
no long term automatic sync functionality

philosophy: migrate and switch “in one go” 

General migration tools:

different approaches being developed

eos-instance-migration tool (docs) 
* migrating any path/dir/file/link/quota  
* philosophy:  
    → migrate  
    → keep in sync  
    → switch whenever convenient

EOS fusex could provide  
a general solution as well  
(extended attribute support in development)

 Existing tools

https://gitlab.cern.ch/cernbox/migration-tools/
https://gitlab.cern.ch/eos/eos-instance-migration
http://eos-instance-migration.docs.cern.ch/
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 New migration tool
Migration steps:

1.migrate all directories

2.migrate eos quota settings

3.directory sync and file sync

4.automatic sync replays 


Tool Configuration:

run options (emailing, file names)

access to EOS instances

attribute check settings 

dir/file/link removal behaviour

quota node list

sync optimisation options

Thread settings

Timeouts

check the docs

https://eos-instance-migration.docs.cern.ch/tool_configuration/
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Functionality

Error reporting:

in categorised files

1.  namespace check and filter categories

2.  transfer crash categories


check the docs

QuarkDB

source

destination

migration daemon

1.  xcheck namespaces

2.  remove/fix @ dest

3.  bunch per process

4.  transfers via threads

5.  replay [1 - 5]

email  file reports during replay

Operator Input: 

configuration file 

root directory to migrate

migration script output path

https://eos-instance-migration.docs.cern.ch/error_reports/
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Migrating from EOSPILOT to EOSAMS02

Instances setup for migration (TPC, keytab files, access)

directory order is important - processing sequential processing for the moment

1 process for namespace xcheck and 1 for directory processing 

Directory migration (hands-on)
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Directory migration (hands-on)
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Quota migration (hands-on)
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File migration
directory loop as before to sync with source if changes were made

prepares list of dirs for file processing  
(to be used if —limit-depth is used, otherwise namespace queried recursively with top dir)
Tool configured with: 
→ 1 process running namespace exploration with 
     * 5+5 threads parallel queries to src and dest 
     * 5 threads for xchecks  
→ 5 migration processes with 10 threads each (50 transfers in parallel)
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File migration
namespace file entry xcheck → entries to process bunched to files

main process picks up prepared bunches and dispatches them
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Sync replays (hands-on)
—replays <n> to run <n> sync loops

timestamps after full directory migration recorded to json

directories changes at later date are taken for md sync and/or file migration
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Migration done (hands-on)

replay 1

replay 2

replay 1



EOS Workshop 8th March 2022                                                                                                                          Dr. Jaroslav Guenther (CERN)          13  

Migration done (hands-on)
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Sync of AMS at scale
every 30 min sync between EOSPUBLIC with EOSAMS02


we also have in place EOS Quota monitoring  
for IT-ST-PDS instances   
(showing here that EOSAMS02 need quota sync ;) )
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Thank you

Questions ?


