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What did we benchmark? 
O2 Storage



O2 Storage
EPNs

EOS        
  ALICE02

CTA

TBit/s Input / Output

• 74 disk server  IT  
  ideally homogeneous hardware - currently not  
• 96x HDD 14TB 
• 100GE network technology 

• Erasure coded files with RS(12,10) layout

EOSALICEO2 is a new EOS instance for the ALICE Run-3 data taking designed 
for fast streaming IO requiring 24/7 operation and availability 

see Cristi’s long story how we got there …



O2 Storage Test Design

EC IO Path for write & read
• we are using eoscp with 2GB files and 480 input streams writing 10 data and 2 parity streams per file 
(5760 streams on 6090 disks in total) - files are checksummed with adler32 server-side 

• reading can be done via IO gateways with XrdCl or with client-side EC using eoscp  
• we show client-side EC results in the benchmark

Example of IO path for RS(4,3)
• we use (RS12,10) in our 
benchmarks as ALICE will do in 
Run-3



Where do we run clients? 
Not inside O2 Storage server …



O2 Benchmark Clients

Clients 
48x 100GE

     ALICE02 
75x 100GE

• connectivity IO clients:  
48x100GE = 4800 Gbit/s =  600 GB/s 
• connectivity IO server:    
74x100GE = 7400 Gbit/s =  925 GB/s

• 48 of the new disk server enclosures host 48 identical front-end 
server nodes without connected disks   
• these are used as clients running each 10 streams in parallel 



O2 Benchmark Clients

16 + 10 + 48 48 

Server Client



The O2 benchmarking results



O2 Write Stream Results 
Tests uses the direct IO flag [ see talk on Tuesday ]



O2 Stream Results 

direct IO bypassing the buffer cache read via buffer cache

left: 480 writers right: 480 readers

420 GB/s ethIN 
220 GB/s ethOUT 220 GB/s ethOUT

4 PB in ~53/4 h 4 PB in ~53/4h



O2 Write Stream Tails 
480 writers saturated @ 2.2 TBit/s

[s]

[entries]

[s]

[s]

avg: 4.8s 
dev: 2.3s 
95%: 9.7s 
99%: 15 s 
max: 66 s



O2 Write Stream Performance 

[s]

[entries]

• due to inhomogeneous hardware load is not evenly spread in the current 
O2 cluster  
• performance capacity ratio lower for 16/72 machines 

• a single disk server can write up to 6.5-7 GB/s with direct IO including 
erasure coding and network IO 

• a standalone XRootD server can write 9 GB/s with direct IO 
without erasure coding on a disk server with 96 HDD



The real prO2blem came after the 
benchmarks …



… when deleting 20 PB …



O2 Deletion 

[s]

[entries]
• we saw 6000 Hz drop requests from FSTs  

• drop is sync call via XRootD protocol to FST - OK ! 
• but each drop creates an async deletion report which was send via MQ 
network - not OK ! 
• resulted in message pile-up in MQ because MGM has to take off messages 
and write in the report log file 
• as a result delayed FST heartbeats … storage goes offline 

• problem has been fixed by sending the deletion reports in-
lined with the sync drop call to the MGM  



A Physics Use Case on O2



• using IO limited gradient aggregation TTree analysis  
[ see this presentation J. Bendavid ] 
• reading a 1.5 TB dataset with 191 files with ROOT6 and task splitting 
• requires approx. 90GB of memory when running 
• running single 100GE client with 64 vcores on AMD 3GHz with 256GB memory 

• intended workflow 
1. store data set on O2 with RS(12,10) 
2. run analysis with  env XRD_PARALLELEVTLOOP=16 
3. record the IO using record plug-in
4. playback using xrdreplay

Gradient Aggregation on O2

https://indico.cern.ch/event/1005983/


run analysis with  env XRD_PARALLELEVTLOOP=16

Gradient Aggregation on O2

190s IO time 

8 GB/s
Reading all files in parallel on a single client!

for comparison: was benchmarked last february with local NVMes around 5.2 GB/s



record analysis with  env XRD_PARALLELEVTLOOP=16

- just rerun the same application enabling the recording plug-in  
in the client configuration file 

- recording creates a 30MB CSV file and has essentially no impact on 
performance - mainly large vector reads [ 300 MB ] 

Gradient Aggregation on O2



inspect recorded IO file xrdreplay -p io.csv 

Gradient Aggregation on O2

total runtime 813s: 
1 memory initialisation time 
2 IO time [190s] 
3 computation time



replay recorded IO file xrdreplay io.csv 

Gradient Aggregation on O2

• we manage to playback the analysis 
in realtime (and much less CPU) 

• increasing the playback speed we 
reach 10-11 GB/s 
• still need some improvements in  
IO operation logic when running with 
>1 playback speeds



Summary
• O2 Benchmarking 

• with new 100GE disk server we push the maximum performance with 
erasure coding to 6-7 GB/s per disk server 

• although machines have a theoretical performance of 10 GB/s we cannot 
exploit this for the time being 

• IO bound analysis on 100GE with EC demonstrated …

• … that we can reach 8 GB/s data INGRES on a single client using parallel IO 

and EC files using root protocol 
• … that xrdcl-record/replay is able to sample IO of a complex multithreaded 

application and replay with identical timing - easing future benchmarking



eos.web.cern.ch

Thank you! 

Question or Comments?

http://eos.web.cern.ch

