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Particle tracking plays a pivotal role in almost all physics analyses at the Large Hadron Collider. Yet, it is
also one of the most time-consuming parts of the particle reconstruction chain. In recent years, the Exa.TrkX
group has developed a promising machine learning-based pipeline that performs the most computationally
expensive part of particle tracking, the track finding. As the pipeline obtains competitive physics perfor-
mance on realistic data, accelerating the pipeline to meet the computational demands becomes an important
research direction, that can be categorized as either software-based or hardware-based. Software-based in-
ference acceleration includes model pruning, tensor operation fusion, reduced precision, quantization, etc.
Hardware-based acceleration explores the usage of different coprocessors, such as GPUs, TPUs, and FPGAs.

In this talk, we describe the Exa.TrkX pipeline implementation as a Triton Inference Server for particle track-
ing. Clients will send track-finding requests to the server and the server will return track candidates to the
client after processing. The pipeline contains three discrete deep learning models and two CUDA-based algo-
rithms. Because of the heterogeneity and dependency chain of the pipeline, we will explore different server
settings to maximize the throughput of the pipeline, and we will study the scalability of the inference server
and time reduction of the client.
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