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Data Computing Laboratory

■ https://dclab.cbnu.ac.kr

https://dclab.cbnu.ac.kr/
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Members

■ Current Students (MS)

■ New M.S Student

■ New Ph.D Student

Jae-Hyuck Shin (Part Time)
10-year Career at Samsung Electronics

Moon-Hyun Kim(20) Jun-Yeong Lee(20)

Kyung-Jun Kim(21) Seong-Min Kim

Graduate in Feb, 2022



Collaboration with ALICE 
Computing
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Collaboration Topics

■ #1 Data Handling SW Development

 Disk Buffer Management System

Different Storage Media

Different Data 
Storing 
Mechanism

ALICE O2 Disk Buffer
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Collaboration Topics

■ #2 Control & Monitoring SW

■ #4 CERN ALICE Detector System SW

■ #3 Cloud Computing for 
Data Processing
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#1 Data Handling – O2 PDP WP15 Data Storage

O2 PDP
System Test and Commissioning
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#1 Data Handling – O2 PDP WP15 Data Storage

■ ALICE O2

 10+2(RAID6 RAIN) Configuration

 10 Data Disks

 2 Parity Disks

 16% Space Overhead

■ KISTI CDS (Custodial Disk Storage)

 12+4(QRAIN) Configuration

 12 Data Disks

 4 Parity Disks

 Additional 2 Spare Disks

 33% Space Overhead
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#1 Data Handling – O2 PDP WP15 Data Storage

■ Server – HP ProLiant DL560 G10

 Xeon Gold 6230 @ 20Core * 4 (80 Core)

 DDR4 16GB * 48 (768GB)

 480GB SSD (Booting)

 12Gbps HBA

■ JBOD – Dell PowerVault ME4084

 12TB * 70EA HDD

 12Gbps SAS 4 Port
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#1 Data Handling – O2 PDP WP15 Data Storage

■ EOS Storage Setup and Evaluation

Performance Evaluations on JBOD based EOS System 

(ALICE O2 like) and KISTI CDS based EOS System
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#1 Data Handling – O2 PDP WP15 Data Storage

■ Performance Evaluations
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#2 Monitoring – O2 PDP WP15 Data Storage

O2 PDP
Performance Utilities 
Development and Commissioning
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#2 Monitoring – O2 PDP WP15 Data Storage

■ Developments

 Enclosure Error Reporting

 Disk Error Reporting

 EOS I/O Error Reporting

 Enclosure Multipath Error Reporting

Node_exporter

Prometheus

Grafana
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#2 Monitoring – O2 PDP WP15 Data Storage

■ Monitoring Workflow

Method #1

Method #2
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#3 Cloud Computing for Data Processing

■ Efficient ALICE Workload Processing in Cloud Infrastructure

 HEPSPEC06 based Performance Benchmarks



Activities
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Papers – Journal

Published in Electronics
June 18, 2022 (SCIE)
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Papers – Conference

Korea Computer Congress 2021

748 papers published, only 2% selected as best papers
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Papers – Under Preparation

 Invited Paper

will be published in March

 SCIE Journal #1 (Jun-Yeong Lee)

Analysis of CERN EOS Storage under Physical 

and Virtualization System

 SCIE Journal #2 (Moon-Hyun Kim)

Benchmarking and Performance Evaluations 

in OpenStack for Cloud-based Scientific 

Workloads
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Meetings

■ CERN-KISTI-CBNU Meeting
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Meetings

■ KISTI-CBNU Meeting



Plan
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Plan

■ Keep Focusing on Current Projects

 Data Storage Systems: O2 PDP WP15

 Monitoring Utilities Development

 Computing Resource Optimization

■ Involving in Core Software Developments

 ITS3 Detector System Software

 EOS Storage System Software

■ Keep Collaboration with KISTI



Thank You.


