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2021 Timeline

21.02 21.03 21.12

Research 
Preparation 

- Configure KISTI JBOD using Docker 

to install EOS storage

- Testing EOS storage using FUSE and 

FUSEx client 

- Journal Paper (SCI)

- Conference Paper(Domestic)

EOS Storage System 
on Docker Container

- Graduation thesis

- Journal Paper(KCI)

Finalizing 
Master Degree

20.1121.10

Naver Cloud
Intern
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Journal Paper – SCI(E)

Performance Evaluations of Distributed File Systems 
for Scientific Big Data in FUSE Environment

• 각 분산 파일 시스템을 Linux의 FUSE 클라이언트를 통해
동일한 조건 및 환경에서 성능 평가 진행

• 실험 결과를 통해 데이터의 특성에 따른 성능을 파악할 수 있는
결과를 도출함

• SCI(E) 저널 Electronics에 게재됨
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CERN EOS 분산 파일 시스템의 배포 환경에 따른 I/O 성능 비교

• 서버를 통한 물리적인 클러스터와 Linux의 KVM 기반
가상머신을 통한 가상 클러스터에서의 EOS 분산 파일 시스템
성능을 비교

• 최우수논문으로 선정되어 현재 정보과학회논문지(KCI)에
게재 예정

Conference Paper - Domestic
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• 기존의 EOS 스토리지는 서버 OS에 직접 설치하여
구현되는 베어메탈 방식으로 구현되었음

• EOS는 실험적으로 사용할 수 있는 Docker 이미지를
배포중

• 이번 실험에서는 OS에 직접 설치하지 않고, 
Docker을 통해 EOS의 구성 요소를 컨테이너화하여
Docker상에서 EOS가 어떻게 동작하는지
분석하였음

• 작년과 달리, KISTI에서 고성능의 테스트 서버를
제공하여 실제 프로덕션 레벨의 하드웨어를 통해
실험을 진행할 수 있었음.

EOS on Docker @ KISTI JBOD
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• KISTI JBOD
- CPU: Xeon Gold 6230 20Core * 4

- RAM: 768GB

- HDD: 12TB * 70EA

- Storage Enclosure: Dell ME4084

• 8 Separate RAID 5 volume with 5 HDDs 
were created for EOS storage.

KISTI JBOD
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• KISTI JBOD
- CPU: Xeon Gold 6230 20Core * 4

- RAM: 768GB

- HDD: 12TB * 70EA

- Storage Enclosure: Dell ME4084

• 8 Separate RAID 5 volume with 5 HDDs 
were created for EOS storage.

• Volume was mapped to server using 
multipath configuration.

KISTI JBOD
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• EOS storage was deployed using Docker 
and RAID volumes.

• Data layout was set to RAID 6 to mimic O2

storage configuration.

EOS on Docker @ KISTI JBOD
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• FUSE
Pros

- Easy to benchmark.

Cons

- Access performance is lower due to 

translation layer.

• FUSEx
Pros

- Easy to benchmark.

- Has improved performance than FUSE

Cons

- Same as FUSE.

EOS Benchmark Methods

• XRootD
Pros

- Native protocol for EOS.

- Has high performance compared to 

other methods.

Cons

- No tools for benchmarking

• WebDAV(HTTP)
Pros

- Based on HTTP protocol

- Has many ways to benchmark.

Cons

- HTTP access is restricted
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• Developed by Oracle.

• Used to benchmark large-scale storage system.

• Able to direct access Linux userspace and many distributed file system’s own API.

• Benchmark was performed with FUSE and FUSEx client increasing the size of transfer 
blocks from 4 to 4096K.

• XRootD cannot be used because it does not support XRootD protocol.

VDBench Benchmark
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• FUSE client shows constant bandwidth after 64K block.

• 4K performance of FUSEx client was higher than FUSE client, however other block result 
shows much lower performance than FUSE client.

Result – Sequential Read
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• FUSE client shows similar pattern to sequential read.

• FUSEx client shows stable bandwidth increase, but lower performance compared to FUSE.

Result – Sequential Write



12

• Unlike sequential result, FUSE shows bandwidth increase up to 256K block. 

• FUSEx shows high bottleneck after 256K block.

Result – Random Read
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• FUSEx client shows higher performance at 4K and 16K block.

• After 256K block, FUSE client performance is higher than FUSEx client. 

Result – Random Write
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• Similar to bandwidth result, FUSE client’s latency was lower than FUSEx client.

• FUSEx has lower latency when small block size were used.

• But large block shows long latency time then FUSE client.

Result – Sequential/Random Latency
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• CPU utilization of FUSEx client was lower than FUSE client.

• Maybe client performance is bound to CPU utilization, but not sure about it.(might be bug)

Result – CPU Usage
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• Performance of FUSEx client was poorer than legacy FUSE client.

• Also, latency result shows same result – FUSEx client had higher latency than FUSE 
Client except small block size.
• This can be bug because production environment needs small size block performance.

• Same phenomenon was observed when multiple clients were used.

• Although CPU utilization for FUSEx client was way lower than FUSE client, we cannot 
analyze the result because it needs more low-level inspection.

• Have to think about benchmark with XRootD.

Summary



Thank You

END


