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The computing challenge ATLAS

EXPERIMENT

Projected evolution of resource usage from 2020 until 2036
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Conservative (blue) and aggressive (red) R&D scenarios. The grey hatched shading between the red and blue lines illustrates the range of
resources consumption if the aggressive scenario is only partially achieved. The black lines indicate the impact of sustained year-on-year budget
increases, and improvements in new hardware, that together amount to a capacity increase of 10% (lower line) and 20% (upper ling). The
vertical shaded bands indicate periods during which ATLAS will be taking data.
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The road to HL-LHC ATLAS

EXPERIMENT

2020: LHCC decided to perform a series of

reviews of the Software and Computing 1559
plans of the LHC experiments towards HL-LHC ATLAS
The ATLAS HL-1 HC Computing Conceptual ATLAS Softwarennd Computing

HL-LHC Roadmap

Design Report was published in May 2020

A follow up ATLAS Software and Computing
HL-L HC Roadmap was published in March
2022 with concrete milestones

With a view to a TDR in ~2024
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https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
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Milestones

The roadmap defines a set of milestones per activity area:
Maintenance and Operations: essential just to get by
Conservative R&D: new developments achievable with current effort

Aggressive R&D: new developments requiring extra effort

[Project Organization

ATLAS

EXPERIMENT

First evabasio of o neecea o dever on HL.LHC miestones {02 2022 [CS1 | |Pleup-dotzation in AbenahiT producton ready Jos 2022 511 | [Updats requred for MCAMG Overay for Runé 02 2023 RE-1 | [Merge detecor upprade rlease (21.9) with master o1 2022 s res 03 2030 ] R Ty y— e
[HLLHC Computng TOR a5 2024 P joz20z2 1.1 022023 [RE2| ™ |AdaptReconsiruclon o the Phise- Defecior o 2024 & PAYSLTE [os 2027 71 [Submission rom Harveser o il AT Gondor s wih toens [a12022
[RAD projects argeing Run & (R 4 projec) efne scope and [C52 | [Gompite imestgaton ofossy compression echnaues. los 2025 "z oz 2023 B Tiosesmacrummnuicts T T e - —
5 _[implement Overay Alortnm fo T Pt o223 st
21 l0s 2022 sl _— i — [21_Defne and miate o new inteml racking EOM jo12022 75 _[Demonstato for 8 anlysison PHYSLITE for rget analyses Gez0zz B [os 2025
[Defn reease, datasets and patforms 1 be used > evaluate Run 4 S 2lLomey s TR tos 23T o B S e [302 [Defne nn4 ATLAS EOM o1 2022 = G202 [oC2][Sage evousion [Gazozs
l22_|pertormance impact o demenstrators o1 2024 e rack Overiay 305 [Migrate to e new un 4 ATLAS EOM [os 2022 i e P T = B
[23_[Run proects release ther demonstators czz024 21 [Daa overiay i e reconsiucied vacks oz 2023 [oos e companerts o3 2024 s W AT Jos 2t TR Gi202s
= ] | Jm oSG o N 4 Bomdeton Sy 02 204 Jaos Jos 2004 vz os202 [23[Recommended vansten pian fom DPI compleed G200
33| veaded i o metedata anding anz [5-1_[Evaluat Geant squlent o SF funchonaly o202 T e
o vackinggeometry and navgation implementalon of RNTuple nd revised YAOD [2[ransiion pan rom ati P stes [oa2022
[24 _[prototypes 022024 e [32_[Evalate accuracy of EMEC simiation i FastCalosim EES [ 205 o sacking pecrie A s g 0 2024 ] ”"‘ e [Loze e :ed A pee
PR3] runs e ez salum e s o022 55 Profbon G gty gt Goan- P s[4 2128 s B I e T e T ovey
E] o222 [54[Prototype GPU version o L sensits detectr catback oz 2000 [R08: icn conghom] meopebiten EET) == 22208
3.1 _efort necged to bring toproducin quaty la22028 n oz - s = o32025 el L Te_[od 2022 31 [Abity torunon e 5" on grd ses lcsz0zz
2 os20zs o
[52_[Run doveopors btoral a32026 [ 32 [Gontralservices moved to e 05 G202
s css5 7 Jov 2025 [4-_[Full AnenaM compative pie-vp digtzation 022023 0 002025 5 e aRoT e i o205
[53_[Run Featre Fresae c22027 P iy BE ot o320z b3 _[icenos mE0L) o024
51| d los 2023 educe memony usage o plup digzaon o ver igh mu [Perormance and case-ouse assessment leading o decsion on L W EF
[PRot | [Reaty for Run 4 Data Taing [c2202s e v 200t 52 [Pari fow reconstucton ca 2025 = - nivastuciure ready for R
[+ [Run projecs demonsiate requred mcionalty 1 rase a52025 52|Vigration of Avena rom Root 8107 lorz2s o o] || [0 {Teu reconstucion G320z T 2o T et R ok G i
2 |n a1 2029 { SROOT 0d L0 roease ontbfons, sy oedhack 2o I I EX Gy 00 2026 & [cazues [32_[Network chalenge t 30% expecied rate [os2023
Js2_[Run 4 release vasdated i e .
=3 HITS_R00) [T8D 52 |as imputio p overiay 022025 515 |iets ana Masing T resonsrcton o32025 2 Tboreopmentof cosmear simng gmarsion o [ e a o S foa202s
[T o]fecmcn v f e sorae oot compresen. o 53 Pt Pt ram okt o s ovray o220z RE2|[hcoomtorand mache e (207 2z e [£4 Networ e o 00 expoc o G2z
575 | [FostamuistionasiChan develpment or Rund oz 2027 [+ [Dovelop demonsirators fr acosrators and new ML ichques |01 2024 M =y s 2025 L T oas
657 |_[GPU Kernelsheduing ar2028 /61 [ReD n FastCnan atematves c2a02s [+2[Fmalise and mplement fnctonal polotypes a3 2025 [0 oovsopment Srakodi o ommensicaieasing Horen s ooz = —
7:1[Bosic support o Kernel scheduing n ahena oz 2021 62 Ge202s RES| Jreatwo eszs 032025 [A005| [Acoommosate al anayses n e run 4 analyss model oz 2025 [52_[irorationofnexl generation US HPG fo production [azz02s
05-1| _|Reiatonal database nfasiuctre consoscaton los 2022 Z2fecraten vl Qe Scedi 2023 cor 51 [Calrmeter reconsrction o1 2026 [52_[Fist assessment of rn & anayses icompatie wih PRYSLITE __[022023 oce [os20z
G55 | [GPU management techniques and nastuchre nAiens EED /63 _[simuaton 022025 52 oo 5 oo | e e —— oz
i e o 2022 G55 | [Dovelop Mutbigorit heerogensous applcatons o220z [64_[implementation of Ticn FATRAS [c22025 53 s = = ——
= 5 S1[RCTS based mltalgotmworkiow G702 65 [runing as smabon o daia Q22027 - o e | Tozzoms) I 2
12 |noces. 04 2022 9.2]FastCaosim GPU merged nto maste 22022 66 [imorove Geant  teracs for faststaton ce202s [55 [Upsated DAOD.PRYSLITE 1o capture acatonaian c220zs
55 022026 & oz 2023
052 __[Gondlions database CREST development and tegraion D 3| Calormetercsterng los2022 517 | [Geometry updatesfo the Runt MG Gampaign 02027 55 CE o e o o Femee
Geveopment 9.4]GPU-accalerated ML inrence n ahena o2 2025 st G 2027 b e P = o
AL f moeoen i sy e o = : - Sk | [Testing Geants Versions and coniurations fo Run o< 2025 [55 1=t ana Missing £ reconsructon oo 2028 8.1 |oostncase ot sensbie increase of radwrte tougrout Jos 2022
el ekttt ek ) e e [o:1_[vabte Geant4 vit os 2023 = orz028 [Recuce the AQD o disk o 50% of he ftal AOD volue, wsing Daa
l22_|ovoesve: Jos 2022 - FooRet DY o s cs2028 T Toskotmiorcersbodion By 82 _|carouseitoor for DAOD pracucton. |4 2023
Tme serie aaa processing and soage evaluaon for CREST usage = @ G 5| [Dik management secondanyached) dtaset. jo22023
l23_|i0cs data. a1 2023 1P (Vecmem) prtoype o222 Jcondtions access 022027
=8 los 2024 (o 2027 63 02202 0.1 seconcary data's recuced o2 2023
l24 _|cResT los 2023 721 [Prototpe GPU iendy xA0D casses o202z 64 |Eiecion and gamma reconsincton 032027
65 [Paric fow reconsiucton ovz027
oo los 2022
[25_|CREST forlarger tests (vacate scalaity and experts needs). 01 2028 e 65 reconsuction ovz027
[26 _|Fina CREST validaton o Runt and COOL decommssionng. [as 202 rn [67_[Pavourtagong o202
053] [Medata voton [a12025 e 65 [ies i sing BT recomsirion oz
570 Appicaton migrton o GERN Orack 05 (vt Re7| Jvawson o202
[32_[AMiTog evoluton and depioyment. [cs2022 126{devoe los 2024
[Fly funclonaland ieated metadata system o characinze G515 | [ma-node scheduing fareting HPG and g7 [re0
[ o3 |datasets cota anc ey useaor pysics anaiyis. o1 2025 2| piarai 5 based stk problpe; o

D. Cameron, NorCC, 15 Sept 2022




ATLAS

Themes: infrastructure changes

e Some infrastructure evolution is out of
our hands, but we have control over
other parts

O

o O O O

Token transition (authentication using
tokens instead of X.509 certificates):
probably the biggest change in distributed
computing since its beginning

Database evolution: related to Oracle
licensing changes

Analysis facilities: new paradigms for data
analysis (see later)

High Performance Computing (HPC)
Operating systems evolution

Network growth

Storage protocols

D. Cameron, NorCC, 15 Sept 2022
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Distributed Computing
DC-1 Transition to tokens Q4 2025
1.1 |Submission from Harvester to all HTCondor CEs with tokens Q12022
1.2 |All users move from VOMS to IAM for X509 Q4 2022
1.3  |All job submission and data transfers use tokens Q4 2025
DC-2 Storage evolution Q4 2025
2.1 |No GridFTP transfers at any site Q12022
2.2 |SRM-ess access to tape Q4 2025
2.3 |Recommended transition plan from DPM completed Q4 2021
2.4 |Transition plan from all DPM sites Q4 2022
2.5 |All sites moved away from DPM Q2 2024
DC-3 Next operating system version Q2 2024
3.1 |Ability to run on *future OS" on grid sites Q4 2022
3.2 |Central services moved to "future OS" Q4 2023
3.3 |(CentOS 7/8 EOL) Q2 2024
DC-4 Network infrastructure ready for Run 4 Q4 2027




Themes: heterogeneous architectures ATLAS

EXPERIMENT

e How to exploit non-x86 architectures such as GPUs l““ T T
. . . . 4.2  |Finalise and implement functional prototypes Q3 2025
e (Can potentially bring enormous benefits and is thus the e B CoEe—
. . . 7.1|Basic support for Kernel scheduling in athena Q2 2021
highest priority R&D of the ATLAS core software team 7t i Ga e sz
CS-8 GPU and in Athena Q4 2021
e Bulk processing I Bz
o ML for tracking e
o D|reCt execu-“on on GPUS 9.4 GPU-accelerated ML inference in athena Q22023
Infrastructure for processing data across multiple events on an
H CS-10 accelerator Q4 2023
. An alySIS 10.1|Proof-of-concept prototype Q4 2021
o ML training R [ e G
o  GPUs for standard analysis (e.g. fast statistics, histogramming) e . e
12.2{Support for reduced/mixed precision in ATLAS EDM Q4 2022
12.3|Decision on xAOD API evolution Q4 2022
. 12.4|Event-batching and EDM Q3 2023
e Note all these are aggressive R&D, hence won’t be 12{Acort ey olctr ol ety i) [os 2024
Eva.luate mechanism to offload and update detector description on
achieved without extra funding B o
o And technology decision already in 2024: 5 years before HL-LHC starts T:J e e T2
CS-14 competitors Q12024
14.1|Full i pattern lion to i Q12024

e (Connected to future infrastructure changes, e.g.
exploitation of GPU-based HPCs

Extra new milestone: CS-15: Re-Evaluation of Everything GPU
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Themes: data analysis ATLAS

EXPERIMENT

e Potential for large paradigm shift in HL-LHC driven both by expected

resources crunch and explosion in new analysis techniques outside HEP
o Small, common data formats with minimal information for (almost) all analyses
o Python-based “columnar analysis” data science tools
o Interactive rather than batch analysis (e.g. Jupyter notebooks)
e Much of this is ready or being prototyped now
o Production of DAOD_PHYSLITE (compact common data format) from Run 3 data
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Themes: analysis facilities ATLAS

EXPERIMENT

e A large amount of R&D (and hype) Requirements for AFs

around analysis facilities

o  Which have a very broad definition
m |Xp|US@CERN | Efficient data delivery and data management technologies
m  Jupyter with Dask on K8S behind
federated AAI
m  “Notebook on the grid”

o Can provide specialised
hardware/software (GPUs, ML tools) | Ecent i coching soatons
o Data delivery, caching and transformation
services
o An unresolved question is how to account
for them as part of pledged resources
e Do we as Norway want to jump on the
bandwagon?

Modern authentication (AIM/OIDC), tokens, macaroons, scitokens

Columnar analysis and support new pythonic ecosystem

Support for object storage

| Modern deployment and integration techniques |

Easy integration with existing HPC resources

Analysis

D. Cameron, NorCC, 15 Sept 2022 8



Current involvement in NorCC (UiO/UiB ATLAS) ATLAS

EXPERIMENT

e ATLAS distributed computing
management, NorduGrid/ARC

Distributed computing

HPC and analysis facilities middleware development,
ATLAS@Home, HPC integration
Reconstruction e [au reconstruction

e Derivation framework, data formats,

Analysis o _
distributed analysis

e Development and follow-up of the

Project management .
milestones

D. Cameron, NorCC, 15 Sept 2022 9



Contributions to the milestones

(Non-exhaustive; based on current expertise and interests)

GPU programming in core software
Machine learning in reconstruction ~Si,
High performance analysis

HPC activities, new workflows

NelC application
(Cameron, Ould Saada, Read)

c-5 | Integrating next generation of HPCs Q2 2023
I5.1 Integration of at least 2 EuroHPC sites Q4 2022
5.2 ion of next g lion US HPCs for p i Q2 2023
DC-6 Exploratory R&D on GPU-based workflows for next generation HPC Q4 2023
DC-7 HL-LHC datasets replicas and versions management Q2 2024
7.1 plicas and versions detailed ing Q4 2022
7.2 |DAOD replicas reduction Q4 2023
7.3 |DAOD versions reduction Q2 2024
DC-8 Data Carousel for storage optimization Q4 2023
Investigate with sites the cost of Tape infi and the esti d
8.1 [costin case of sensible increase of read/write throughput Q4 2022
Reduce the AOD on disk to 50% of the total AOD volume, using Data
8.2 [Carousel to orchestrate the stage from tape for DAOD production. Q4 2023
DC-9 Disk Y ) dataset Q2 2023
Evaluate the impact on job brokering and task duration if disk space for
9.1  [secondary data is reduced Q2 2023

7

CS-12 Make ATLAS Data Model classes accelerator-friendly Q4 2024
12.1|Prototype GPU-friendly xAOD classes Q12022
12.2|Support for reduced/mixed precision in ATLAS EDM Q4 2022
12.3|Decision on xAOD API evolution Q4 2022
12.4|Event-batching and EDM Q3 2023

RE-4 Accelerator and machine leaming (R&D) Q3 2025
4.1 |Develop demonstrators for accelerators and new ML techniques Q12024
4.2 |Finalise and implement functional prototypes Q3 2025
Prototyping & review of columnar data operations for end-to-end
AN-3 analysis Q2 2024
3.1  |Tests of basic reading performance using TTree version of PHYSLITE |Q4 2022
3.2 |Prototyping of tools for columnar CP operations and other systematics |Q4 2023
3.3 |Adoption of ROOT7 data structures Q1 2024
Performance and ease-of-use assessment leading to decision on
3.4 |adoption Q2 2024
AN-4 Development of columnar analysis infrastructure Q2 2026
4.1 |Prototyping of framework for orchestrating columnar CP operations Q3 2024
4.2 |Development of columnar skimming/augmentation Q1 2025
Demonstrate end-to-end analysis using columnar tools/fkw + dist.
4.3 |comp. Q4 2025
4.4 |Development & roll-out of documentation/training for run 4 analysis Q2 2026




Summary ATLAS

EXPERIMENT

The purpose of this exercise is to prioritise and allocate existing effort, as
well as provide a means to ask for additional effort (to achieve the
aggressive R&Ds)

It may be difficult to achieve all milestones due to limited and decreasing
funding across the board

NorCC members contributing actively to defining and fulfilling milestones
o Opportunities to contribute further
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Backup slides ATLAS

EXPERIMENT
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ATLAS

EXPERIMENT

e Supercomputer in Slovenia, 250k cores which ATLAS can use opportunistically
e Provides almost as much CPU as the entire WLCG pledge
e Connected by NorduGrid ARC middleware

Slots of Running jobs (HS06) @EAXP L !TﬁNST ABOUT DISCOVER RESOURCES UPDATES Q SEARCH

4 Mil update > briefing > Harnessing a ATLAS
3.50 Mil l &
Harnessing a supercomputer for ATLAS

3 Mil i 2 june 2022 | By ATLAS Collaboration
The ATLAS Collaboration uses a global network of data centres - the Worldwide LHC

2.50 Mil Computing Grid - to perform data processing and analysis. These data centres are
generally built from commodity hardware to run the whole spectrum of ATLAS data
crunching, from reducing the raw data coming out of the detector down to a

2 Mil manageable size to producing plots for publication.

While the Grid's distributed approach has proven very successful, ATLAS researchers

1.50 Mil are also exploring the potential of High Performance Computing (HPC) centres. HPC

? harnesses the power of purpose-built supercomputers constructed from specialised
hardware, and is used widely I other scientific disciplines.

1 Mil However, HPC poses significant challenges for ATLAS data taking. First, access to
supercomputers is usually strictly limited, with connections to HPC computing nodes
heavily restricted or even non-existent. Second, CPU architecture may not be suitable

500 K for ATLAS s re and the installation of any required local software may be tightly
controlled. Third, the system may only allow very large jobs using many thousands of
nodes, which is atypical of an ATLAS workflow. Finally, the HPC may be geographically

0 distant from storage hosting ATLAS data, which may pose network problems.
2021-04 2021-07 2021-10 2022-01 2022-04 2022-07
min max avg v

== Pledges 3.26 Mil  3.59 Mil  3.37 Mil
== MC Simulation 0 279Mil  1.53 Mil
== MC Reconstruction 0 1.36Mil 292K
== Group Production 0 987K 158K
== Analysis 0 692 K 144K

Data Processing 0

203K 157K O —— o

ATLAS CPU activities on Vega compared to grid WLCG pledge ATLAS briefing on Vega HPC
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https://atlas.cern/update/briefing/vega-supercomputer

HL-LHC - a glance into the Resource Estimates for 2031

ATLAS Preliminary ATLAS Preliminary
2022 Computing Model - CPU: 2031, Conservative R&D 2022 Computing Model - Disk: 2031, Conservative R&D

Zi% Tot: 33.8 MHS06*y 13% Tot: 2.13 EB

ATLAS Preliminary
2022 Computing Model - T1 Tape: 2031, Conservative R&D

28% Tot: 2.45 EB

mmm Data Proc mmm AOD Data mmm Raw Data

8% ™ MC-Full(Sim) msm DAOD Data msm AOD Data
mw MC-Full(Rec) . AOD MC Em Hits MC
mmm  MC-Fast(Sim) = DAOD MC mmm RDO MC
mmm MC-Fast(Rec) Emm Other AOD MC
= EvGen = Other

Heavy lons
mmm Data Deriv
mm MC Deriv
8% Analysis 36% 33%

ATLAS Preliminary

2022 Computing Model - CPU: 2031, Aggressive R&D

2% 11%

9%

10%

Tot: 16.6 MHS06*y

ATLAS Preliminary

2022 Computing Model - Disk: 2031, Aggressive R&D

15% Tot: 1.17 EB

17%

ATLAS Preliminary

2022 Computing Model - T1 Tape: 2031, Aggressive R&D

31%  Tot: 2.27 EB

mmm Data Proc mmm AOD Data mmm Raw Data

7% wmm MC-Full(Sim) mmm DAOD Data mmm AOD Data
. MC-Full(Rec) 12% W AOD MC = Hits MC
mmm MC-Fast(Sim) = DAOD MC === RDO MC
= MC-Fast(Rec) mmm Other AOD MC
. EvGen = Other

Heavy lons
mm Data Deriv
= MC Deriv
% Analysis B3%
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