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The computing challenge

Projected evolution of resource usage from 2020 until 2036

Conservative (blue) and aggressive (red) R&D scenarios. The grey hatched shading between the red and blue lines illustrates the range of 
resources consumption if the aggressive scenario is only partially achieved. The black lines indicate the impact of sustained year-on-year budget 
increases, and improvements in new hardware, that together amount to a capacity increase of 10% (lower line) and 20% (upper line). The 
vertical shaded bands indicate periods during which ATLAS will be taking data.
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The road to HL-LHC

2020: LHCC decided to perform a series of 
reviews of the Software and Computing
plans of the LHC experiments towards HL-LHC

The ATLAS HL-LHC Computing Conceptual 
Design Report was published in May 2020

A follow up ATLAS Software and Computing 
HL-LHC Roadmap was published in March 
2022 with concrete milestones

With a view to a TDR in ~2024

https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2802918
https://cds.cern.ch/record/2802918
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Milestones

The roadmap defines a set of milestones per activity area:
Maintenance and Operations: essential just to get by
Conservative R&D: new developments achievable with current effort
Aggressive R&D: new developments requiring extra effort
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Themes: infrastructure changes

● Some infrastructure evolution is out of 
our hands, but we have control over 
other parts

○ Token transition (authentication using 
tokens instead of X.509 certificates): 
probably the biggest change in distributed 
computing since its beginning

○ Database evolution: related to Oracle 
licensing changes

○ Analysis facilities: new paradigms for data 
analysis (see later)

○ High Performance Computing (HPC)
○ Operating systems evolution
○ Network growth
○ Storage protocols
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Themes: heterogeneous architectures

● How to exploit non-x86 architectures such as GPUs
● Can potentially bring enormous benefits and is thus the 

highest priority R&D of the ATLAS core software team
● Bulk processing

○ ML for tracking
○ Direct execution on GPUs

● Analysis
○ ML training
○ GPUs for standard analysis (e.g. fast statistics, histogramming)

● Note all these are aggressive R&D, hence won’t be 
achieved without extra funding

○ And technology decision already in 2024: 5 years before HL-LHC starts

● Connected to future infrastructure changes, e.g. 
exploitation of GPU-based HPCs

Extra new milestone: CS-15: Re-Evaluation of Everything GPU
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Themes: data analysis

● Potential for large paradigm shift in HL-LHC driven both by expected 
resources crunch and explosion in new analysis techniques outside HEP
○ Small, common data formats with minimal information for (almost) all analyses
○ Python-based “columnar analysis” data science tools
○ Interactive rather than batch analysis (e.g. Jupyter notebooks)

● Much of this is ready or being prototyped now
○ Production of DAOD_PHYSLITE (compact common data format) from Run 3 data
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Themes: analysis facilities

● A large amount of R&D (and hype) 
around analysis facilities

○ Which have a very broad definition
■ lxplus@CERN
■ Jupyter with Dask on K8S behind 

federated AAI
■ “Notebook on the grid”

○ Can provide specialised 
hardware/software (GPUs, ML tools)

○ Data delivery, caching and transformation 
services

○ An unresolved question is how to account 
for them as part of pledged resources

● Do we as Norway want to jump on the 
bandwagon?
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Current involvement in NorCC (UiO/UiB ATLAS)

● ATLAS distributed computing 
management, NorduGrid/ARC 
middleware development, 
ATLAS@Home, HPC integration

● Tau reconstruction

● Derivation framework, data formats, 
distributed analysis

● Development and follow-up of the 
milestones
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Summary

● The purpose of this exercise is to prioritise and allocate existing effort, as 
well as provide a means to ask for additional effort (to achieve the 
aggressive R&Ds)

● It may be difficult to achieve all milestones due to limited and decreasing 
funding across the board

● NorCC members contributing actively to defining and fulfilling milestones
○ Opportunities to contribute further
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Backup slides
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Vega HPC

● Supercomputer in Slovenia, 250k cores which ATLAS can use opportunistically
● Provides almost as much CPU as the entire WLCG pledge
● Connected by NorduGrid ARC middleware

ATLAS briefing on Vega HPCATLAS CPU activities on Vega compared to grid WLCG pledge

https://atlas.cern/update/briefing/vega-supercomputer
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