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Synopsis

Overview of Geant4 in ATLAS

Geant4 Optimization Task Force

Implemented & Validated
Ongoing R&D

New ldeas



Geant4 Version

For Run 2 samples Geant4 10.1.patch03.atlas07 has been used in
x86 64-centos7-gcc62-opt plattorm

For Run 3 ATLAS considers two versions in x86 64-centos’-
gccll-opt (C++17) platform:

1. Geant4 10.6.patch03.atlas03 (first samples for calibration)
e Ready to be used in Athena master

atlas01: AtlasRK4 stepper
atlas02: Magnetic integration driver patch
to make comparison with G4 10.1 easier

atlas03: G4AGammaGeneralProcess fix
back-ported from G4 10.7

« Physics differ - not necessarily better for ATLAS

1.

E/y shower shapes in agreement

2. Jet EM fraction and constituents increase
3. Jetresponse decrease, opposed to data for |n| > 1.2

« Birks' coefficient and physics list tuning ongoing
(following G4 recommendations)

2. Geant4 10.7.patch02.atlas01 (bulk production?)
- Physics ~ same as 10.6

- Some differences are seen and currently under investigations
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Geant4 10.6 Validation
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ATLAS Simulation Preliminary
“Standard” EM physics in 10.6
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physics in 10.6
BUT 4x slower

- photon R-n

.....................

[TTT]TTT
I
)
>
o
)
9
@
)
3
m
=
b bva e baaa b |

Single photons "particle gun”
unconverted y

flat 15<E, <100 GeV spectrum
no underlying event, no FSR
no pile-up

¢ G4.10.6 + FTFP_BERT

¢ G4.10.6 + FTFP_BERT_EMZ

D 0.1x AMS of R, distribution
in G4.10.1

D Envelope of EJ~depenOem

"fudge factors™ to data
applied to Run 2 simulation
[arXiv:1908.00005]
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Calorimeter Test Beam Integration to Geant Val

Energy response | Beam: pi- | Target: ATLAS-HEC

Geant4 validation program 09 o S [P A

Automatically validate Geant4 using hadronic and electromagnetic E .
calorimeters test-beam data 0'86;
0.84 *
Lorenzo Pezzotti & Alberto Ribon o 0825
. 0.8 : .
ATLAS data considered: VAN :
0.78 - ! P
Q Hadronic Endcap Calorimeter (HEC) 076 -

20 40 60 80 100 120 140 160 180 200

<E,_. >[GeV]
@ Tile Calorimeter (TileCal) B AL § Josem eI AT, cE
—e— 11.0.beta FTFP_BERT_ATL, GEANT4 —o— DATA, experiment
Energy resolution | Beam: pi- | Target: ATLAS-HEC
Workflow: 20;"' .
: : : 16 data description
1. Port the ATLAS HEC simulation into a new standalone CEN ] orovidled by 104 -
Geant4 simulation Y. — -
T :
2. Pertorm Geant4 validation against the ATLAS HEC test- S :
bea m d ata 6 E_ .................... _E
4 b s
3. Porting the application into the Geant Val testing suite “F ] RE
1201 | I401 | |601 | 180| | l‘I 00I | 1120I | 1140| | |1 60| | gsol | [léOO\I/]U)
<Egeam” e
Excellent example of collaboration between ATLAS and Geant4! o e s cE o~ 1o 7 s A o

—o— 11.0.beta FTFP_BERT_ATL, GEANT4 —o— DATA, experiment


https://geant-val.cern.ch/

Geant4 Optimization Task Force

Geant4 Optimisation Task Force responsible for optimising the performance of the ATLAS Geant4 simulation software

One-year mandate to achieve for Run 3 >30% CPU time speed up w.r.t the comparable Run-2 simulation

Risk of
non-convergence Dec 2021 Feb 2022

Q G4GammaGeneral Proc (~5%)

Q MagField switch-off+Vec sincos (~3%)

I
I
AN Big Library (~7%) Converging :
Q EMrangecuts-NRR-PRR(~20%) @ | I
Q EMEC Slices - BP killer - LAr (~8%) _— : :
Y Geom - EMEC () - TRT
S Thread-Local Storage (few %) | |
& /'“ QSS G4 Stepper (few %) New!
e Woodcock Tracking (~7%) | DV et
VecGom intsgraton (-7 !
1% GatopEm (6% T e
Y ML correction EM cuts ( few %) | New!

0 5 9 14 18 [months]
Physics Validation Integration Final Checks






Intrinsic Geant4 Improvements

Gamma General Process VecGeom
SteppingManager sees only 1 physics process speed up using internal vectorisation for
for photons = reduced number of instructions CPU — just for G4Cons & G4Polycone, no

speed up measure considering all shapes

* G4GammaGeneralProcess

Photoeffect

-4.3%  p—— 1.5%

measured on 100 ttbar

: measured on 500 ttbar
events in Ath enda Gamma.nuclear Mu+Mu- pair events in Athena




Reducing Operations

Magnetic Field Tailored Switch-OFF

Speed up observed when switching-off magnetic field in LAr calorimeter
(except for muons) without affecting shower shapes

CPU time per event [msec]

—@==Ficld On ==@=rField Off

0 50 100
Events

150

200

250

null-field area
1500mm <R < 1200mm
1Z| < 2000m

Detailed studies showed smaller null-field
area needed

e ~3% speed up for full ttbar events
e ~7% speed up for 1GeV e- on 0<n<0.17

Possibility to extend solution to other
detector regions too

Vectorized sin/cos calculation in EMEC

calculates both sine and cosine in ElectroMagnetic EndCap

Both stand-alone and Athena timing shows a
~20% speed up in LArWheelCalculator.

geometry for a given radius, vectorization reduces

operations needed

Difficult to assess overall speed up

LArWheelCalculator: :parameterized sSincos

takes only ~1.5% of total CPU time



Russian Roulettes & EM Range Cuts

Russian Roulette EM Range Cuts

« Neutrons and photons take majority of CPU time e OFF by default for three processes:
EMEC most resource intensive Compton, conversion, photo-electric
« Photon/Neutron Russian Roulette (PRR/NRR): randomly discard effect
particles below energy threshold and weight the energy deposits of e Turning them on provide
remaining particles accordingly with negligible impact on
 NRR performance: with 2 MeV threshold for neutrons physics
= ><IOI6 rrrr 1 1T 11Tt 1T1r 117117 17T 1T 1T T T T T T"] 104 T T T T T T T T T T T T T T T 2 500>_<10I6 | I I l l I I I l I ! l I l I | l I I l I l I I
5 140;— ATLAS Simulation Preliminary [ neutrons —; ‘;‘% EATLAS lSimuIatiorll Preliminéry —nelutrons = § E ATLAS Simulati?n Preliminary — Default (MC16 production) E
> - Vs=13 TeV, 10k tt events [ electrons _ = ~ - ] 'S _ Vs=13 TeV, 10k tt events — @& EM Range Cuts —
W 120= NRR (E = 1 MeV, w = 10) photons 4 = _ (s=13 TeV, 10k tt events — électrons 2 2 499 Geants; electrons only 2 -
8 100: ® EM Range Cuts B other _: 8‘ 103:_ Possible NRR thresholds = - _ £ ’ = g @G il
o E = - 3% % E 300— 3 2 @, 8% —
n 80 = ERS - =rei - ST S ]
6054 £5 = g N | - ~60%less Y E
270 o = ° 10°g 3 N\ - . electrons | Copper .
40 o - 8 - %U: E E — v Iron n
29994, - E : o ' 5 E
., N m— A g 10 ' EMRange Cuts /" | - -
5 2 ' 31 -
B 0By A —=— g
I~ S T 3 E 2S5 22T EHHE 5 0 | | B -
: S F5SESSSFIEe8 35 | |§\\.| =
2 5:% 335 £ 3§ e 4 202 46 )
= - < E o Volumes Iogm( initial kinetic energy [MeV] ) Iogm( initial kinetic energy of electrons [MeV] )

SIM-2019-001



https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/SIM-2019-001/
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Slmpllfylng Geometries (aka reducing G4Polycone usage)

EMEC

Described by a custom Geant4 solid using G4Polycone for internal :
Cone Slices

calculations (Bounding Shape). Re-Implemented custom solid variants:
 Wheel: the default with G4Polycone

¢ Cone: improved shape using G4ShiftedCone — outer wheel divided into

two conical-shaped sections

e Slices: new LArWheelSliceSolid — each wheel is divided into many thick

slices along Z axis

Chosen variant Slices provided 5-6% speed up



Geant4 Optimizations Benchmark

Walltime (finished jobs)

Close to achieve the target performance improvement ok
[ ) o II o [ ) II [ ] [ ) [ ) [ ] [ ]
Improvement is also observed in “realistic” production conditions — grid sites ]
-é |
P
Geant4 Run3 Optimizations . No Opt
200 EMRangeCuts+ : +EMEC Slices +MagField New SPOT +G4GammaGeneralProcess p
NRR+PRR BeamPipeKill machine : [ -
175 . . 15k 28k 41k 53k 66k 79k 91k 100k 120k
Walltime, s
150 W s+intel(R) Xeon(R) CPU E5-2618L v4 @ 2.20GHz 25600 KB+AVX2
_ W s+Intel(R) Xeon(R) CPU E5-2697 v4 @ 2.30GHz 46080 KB+AVX2
2 s+AMD EPYC 7351 16-Core Processor 512 KB+AVX2
. 125 M s+AMD EPYC 7282 16-Core Processor 512 KB+AVX2
= s+AMD Opteron(tm) Processor 6320 2048 KB
100 M s+intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz 20480 KB+AVX2
75 : 1800y
: . . 1400 -
. . - M
50 g 1200+
e 2 o
25 : E : . 8 800 1
: : : ( ) E
- 166% i . 24.5% P 24.8% . o 27.4% . 2 600 -
400 -
C P PP PR R R P PR R R R RS o i | Run3Opt
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12k 25k 37k 50k 62k 75k 87k 100k 110k
Walltime, s

~ s+Intel(R) Xeon(R) CPU E5-2618L v4 @ 2.20GHz 25600 KB+AVX2
" s+Intel(R) Xeon(R) CPU E5-2697 v4 @ 2.30GHz 46080 KB+AVX2
s+AMD EPYC 7351 16-Core Processor 512 KB+AVX2
I s+AMD EPYC 7282 16-Core Processor 512 KB+AVX2
s+AMD Opteron(tm) Processor 6320 2048 KB
B s+intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz 20480 KB+AVX2

- Master ———MasterOpt -~ -r21(Average) <> Average CPU speedup

Corresponding to 38% higher throughput

"can now simulate 1.38 times more events
using the same computational resources”

CPU time speed up=[(t2-t1)/t1]*100
Throughput speed up=[(t1-t2)/t2]*100






Time (s)

Non-Physics Improvements

Big (static) Library

« Use Geant4 as static library(ies) to avoid “trampolines”

Lookup Table

e Define aBigSimulation SHARED library, as a
grouping of all libraries from packages that use Geant4

1500
Dynamic [} Static ~ Dynamic single library
| | a'
- ” . o HepExpMT benchmark
2 : 2
1400 p ’ 3 e .§ - " < (Geant4 10.5.1) show
> £ 9 Q
1aso Y B § § g £ 2 B 6-7% speed up
’ a '. A ol
2 integration/testing
ol e e B len M el o Ath ,
3 w : & - £ £ Into Athena ongoing
© — < — ~ ©
20EEE EEE BEEE EEE BEE BEE BERE EEi no validation
nsol- BN --BEE -BEE B needed!
| 1 1 | 1 1 1
02 03 ot Os |, 02 03 o1 Os
GCC6.20 GCC8.2.0

Thread Local Storage (TLS)

Athena profiling showed bottlenecks from

usage of TLS

¢« Goingto MT in Athena/G4 cost ~5-10%
due to TLS

Both Athena & Geant4 are using TLS:
« Athena — magnetic field
¢ (Geantd = geometry data

Work on reducing TLS usage is on-going

from both sides
« Athena — performance bug fix

« (Geant4d — investigating code restructure
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TRT Geometry Optimization

Currently the TRT geometry is described
using Boolean operations
This approach is not optimal as Boolean operations

are slow and they can cause tracking issues
especially in presence of coincident surfaces

1. arbitrary trapezoid (Arb8)
requires a total of 8 points to be specified — 4
vertices belonging to the —h/2 plane and 4
points belonging to the +h/2 plane

2. the Boundary REPresentation (BRep)
requires the 4 vertices describing the
trapezoid cross-section to be specified

Describe these volumes using alternative shapes:

14

JINST 3 P02014 (2008

96 trapezoidal modules grouped in 3 types characterized
by an increasingly larger cross sectional area

Module shapes Execution time (s) Improvement

Boolean solids 1663 Reference
Arb8 1638 1.5%
BRep 1675 —0.7%

A speed up of 1.5% is observed
for the Arb8 representation, whereas the
BRep solid exhibits a minor slowdown
with respect to the reference boolean solids


https://iopscience.iop.org/article/10.1088/1748-0221/3/02/P02014
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GPU-Friendly EMEC

Feed-throughs and front-end crates

Description of the EMEC with Geant4/VecGeom standard shapes
no accordion shape within the GEANT4 standard geometry shapes,

defined a custom solid

e Possible speed up in VecGeom on CPU making use of internal

vectorisation

e Possibility for the ATLAS geometry to be standard and GPU-friendly
(see AdePT project)

Electromagnetic end-cap calorimeter

Status Wheel sliced
into discs

e Repeated accordion volume implementations using: .
along z-axis

1. G4GenericTrap (converted from G4TwistedTrap)

2. Arb8 & G4Trap

Benchmark run in FullsimLight for G4Trap and

O GOOd prOg ress Overa” G4GenericTrap using 1000 events with 10 GeV electrons
Geometry ————[Times)
» Repository: https://gitlab.cern.ch/avishwak/atlas_emec_g4 G4Trap 111.67

G4GenericTrap 72.07


https://indico.cern.ch/event/1052654/contributions/4525306/attachments/2310908/3932523/AdePT%2026th%20Geant4%20Collaboration%20Meeting.pdf
https://gitlab.cern.ch/avishwak/atlas_emec_g4

WOODCOCK TRACKING

Reducing CPU time without approximations
Idea proposed by John Apostolakis

« Especially powerful in highly granular detectors (e.g, the EMEC) where geometric
boundaries limit steps, rather than interactions

« Performs tracking in geometry with one material: the densest (Pb)

* Interaction probability is proportional to the cross section ratio between the real

material and Pb

« Avoids many steps caused by geometric boundaries (Transportation) since there
are no boundaries

e Upto 10% computational speed improvement for simplitied layered Pb/LAr
calorimeter (FullSimLight example by Mihaly Novak — image)

e Implementation for ATLAS EMEC ongoing

World|  Lead  Liquid-Argon

S 2.3 [mm] 5.7 [mm]

Calorimeter

Absso Abs,

Layer; - Layers ’ \ Layern, N = 50

EMEC Total

EMEC Lead Only
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Quantized State System Stepper

Background

Quantized State System (QSS) numerical
methods to solve the ordinary differential
equations that govern the movement of
particles in a field.

QSS methods discretize the system state
variables as opposed to traditional methods
that discretize the time.

Very efficient handling of discontinuities in the
simulation of continuous systems.

Based on: Efficient discrete-event based
particle tracking simulation for high energy
physics

Status

e Successfully ported QSS
stepper from Geant4
v10.5to v10.7.2

to be added in G4 release

e Results using the NO2 model

qualitatively
indistinguishable compared

to those using the
G4DormandPrince745

e Testing using FullSimLight

ATLAS geometry & magnetic
field map

e Performance profiling
ongoing

17

Geometry Navigation

Navigator

Intersection Locator

‘ Magnetic Field
. Geometry] Propagator

\ linteracts with
m fG4InterpolationDriver\
Tinherits from
belongs to QSS Driver

[ Processes]

QSStepper

I 1 1

kfossz QSS3 | othery

Magnetic Field

DoPri
QSS2



https://www.sciencedirect.com/science/article/pii/S0010465520302976?via=ihub
https://www.sciencedirect.com/science/article/pii/S0010465520302976?via=ihub
https://www.sciencedirect.com/science/article/pii/S0010465520302976?via=ihub
https://gitlab.cern.ch/geant4/geant4/-/tree/geant4-9.6-release/examples/novice/N02
https://gitlab.cern.ch/geant4/geant4/-/blob/geant4-10.6-release/source/geometry/magneticfield/include/G4DormandPrince745.hh
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G4HepEM Library Integration

G4HepEM library is a new compact Geant4 EM library

Jonas Hahnfeld, Benjamin Morgan, Mihaly Novak Simplified sampling calorimeter: 30 layers of [2.3 mm PbWO, + 5.7 mm 1A
S5 NI Eg=101GeV] - i :
Optimized to be used for HEP electromagnetic showers = 300 S &
Z 250 | :
development and transport & :
a1 | J] S R I AH SR SIS S S ke CC I R
> : -
- more compact and GPU-friendly S i e
. L . . . S sof W [ 5 G4Native EM Tra
- prOVIdeS Slgﬂlflcaﬂt Speed Uleth SpeCIa/IZGd TraCklng i 0:}::::}::::i::::‘:;:G:4H:C:DF?]:::: ::::I:::::H::F
S 01 Fopiti ey e b b .
Ongoing work of integration and benchmark, first in s o felldnlnn et
501 fF i | * '
FullSimLight and then in Athena o
] 5 10 15 20 25 30 35 40 45 50
Layer index
Physics List | Specialised Tracking || difference max O 1% Change N S[mp/[f[ed
G4NativeEm 2889 s 2747 s -4.9% lori b b |
G4HepEm 2847 s 2660 s -6.6% calorimeter observables
difference -1.5% -3.2% -7.9%

Note: significant performance gain due to the specialised tracking of e~ /e™ and v even already using
GEANT4 native processes that is boosted further with G4HepEm (even in its current, preliminary phase)

More info & data here


https://indico.cern.ch/event/1011728/contributions/4252278/attachments/2206563/3733519/MNovak_G4HepEm_11March_2021.pdf
https://indico.cern.ch/event/1052654/contributions/4524767/attachments/2309218/3929219/G4HepEm_SpecTracking_MNovak.pdf

EM Physics Tuning

G4 simulation can run with different intrinsic
tuning parameters

- Goal: find the best compromise between
simulation accuracy and speed in order to
improve data-mc agreement

- Parameters to be optimized:
1. Physics List
2. Range Cuts
3. MSC Range Factors

- G4 simulation is compared to measurements
available from the ATLAS combined performance
groups, especially egamma and jet/etmiss

- Studies ongoing

(=2

/G4 10.1 0.1mm)

Ratio ( ---

N
T

1.25F

1.00+ o [heeect

0.75F

;s) 0.50F

0.25r

™ 0.00F

Ratio plots - G4 10.6 + G4 10.1
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- ¥
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i i S L-&
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ML Correction for Aggressive Range Cuts

Increased range cuts can reduce the number of photons, thus reduce ML-based correction
the transportation steps and increase computational performance Classification NN to learn correction weights [ref]
| | | | Re-weight the alternative simulation to the nominal one
EM calorimeters dominate the simulation load due to low-energy photons from by learning multi-dimensional weights considering all
electron scattering, ~90% of these are transportation processes cell energy deposits
_>
SIM-2021-009
~ 1150 —— e N p(x‘gp)
= ,10f ATLAS Simulation E n(x)=—
c - ] (x ‘ 9 )
O - e 10 GeV, 2.0<[|<2.2, 100 events - q q
> n ; . Ly —
o 105t —
g’_ OO - @t e Side-effect: O be the range cut, x the energy deposits
) E O E ny |: "
E  g5E 3 "High” range cuts
D QO e — 3 can degrade the 0.030] o rarmaer 0000 — Nominal :
O E O E WD (Alternative*.\Néight):0.0010 — Alternative 8
85:— —: aCCU ra Cy Of the 0.025 - JSD (Alternative): 0.0883 — AIternative*Weight §
| - JSD (Alternative*Weight): 0.0653 Q
s . e 3 simulation 0,020 - -
- ] = L§D
75E o - 2 0.015- o
7050w ] R 0.010 - 3
107 1 10 S
Range cut [mm] 0:005- E)
0.000 -
The ML correction applied as a post-processing step utilizing batch processing €207 = -
. . . . ) ® ternative
and accelerator hardware achieving ~15% speed up in example geometries — 154 L AT P .,’ lCorrected
. . . . L . < C
ML inference time negligible compared to simulation time reduction. _g’ 1.0 ':‘. o« o % :o::'fo!u::f',.:.: e
5 0.5 . . . .
< 140 160 180 200 220 240

Energy [MeV]


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/SIM-2021-009/
https://arxiv.org/abs/1506.02169
https://arxiv.org/abs/2003.01116
https://arxiv.org/abs/2005.05334
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Voxel Density Tuning

Voxelization Optimization

Tracking can be optimized by voxelization, 5 ttoar events
the size/granularity of the voxels can be 1900080 T e
tuned by the Smartless parameter

w= == \/oxel Memory [logvol] (kB)
== == Job CPU [logvol] (s)

750000

200

- Goal: Optimize the values of Smartless
parameter tfor a balance between memory
used for the detector description and CPU
time for simulation

500000

Voxelization Memory (kB)
Simulation CPU time (s)

100

250000

- Simulation accuracy should also be
checked — although no eftect is expected 0 0

1 0.1 0.01 0.001

- Initial studies targeting the Run4 ATLAS ITk Smartessness seting

sub-detector with many tracking elements larger/coarser p smaller/finer
Will also investigate for Run3 detector voxels voxels




New Particle Filter

Goal: Kill primary particles generating secondaries close to the beam-pipe at 5-6 m

1.

3.

4. Approach similar to Russian Roulette

There is a huge amount of secondaries being created 5-6m away
from (0,0,0), with small r — close to the beam pipe

Many of these secondaries will never cause any energy in the

calorimeters or a muon hit

The primary particles that caused these interactions could just

be dropped directly

Approach:
different energies

signal

We already kill all particles at n>6

- Particles at n>5 and pr < 10 GeV?
- Or/and particles at n>4 and pt < 1 GeV?

Solution to be investigated

generate a large sample of single particles with 4,5 < |n| < 6 and
map out which n and E combinations can produce a relevant

drop the rest directly with a new particle filter

Monitored Drift Tube
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Conclusions

For ATLAS Run 2 samples Geant4 10.1 has been usea
For Run 3 ATLAS considers two versions: 10.6 or 10.7

Able to achieve >27% CPU speed up with optimization so far
Translating to 38% higher throughput

1.38 times more events using the same computational resources

More optimizations upcoming

Either ongoing R&D or Future Ideas

We all thankful to Geant4 team for the excellent

collaboration and support!
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Detector Simulation Landscape

« LHC is about to start Run 3, ATLAS targets to FullSim ~25% of events
during Run 2 ATLAS FullSim'ed ~40% (~21B) events

« FullSim usage is unavoidable (CP calibrations, FastSim training, etc.)

e In Run 4 and onwards FullSim requirements intensify as LHC plans to
rise y up to 200 and ATLAS to collect an order of magnitude more data

« Considerable CPU consumption O(10-20%) by Geant4

Run 3 (p—“») Run 4 (u=88-140) Run 5 (u=165-200)
'a‘ 80 1N | | | l | | I | | | | | | | I | | | dao'l | | I | 1]
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S - , . —
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S 60— * Conservgtive R&D L
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-% 50— Sustained budget model S | =
= - (+10% +20% capacity/year) A',*""‘A E B e
3 — . ol A it
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8 u (Conservative R&D, n=200) B i al
— L o ;" & | ]
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O — -~ = —
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More info: ATLAS HL-LHC CDR

Baseline (today/Run3):
MC=2.5*Data

607 CaloSim
40% FullSim+¥ast FCal

Conservative R&D:
MC=2.5*Data

759 tCaloSim

25% FullSimT¥ast FCal

Faster reco

Aggressive R&D:
MC=2.0*Data

90%.Eatras+FastCaloSim
10% FullSim+2ast FCal
r G4

Faster reco

ATLAS Preliminary
2020 Computing Model -CPU: 2030: Conservative R&D
3% 18%

Data Proc
MC-Full(Sim)
MC-Full(Rec)
MC-Fast(Sim)
MC-Fast(Rec)
EvGen

Heavy lons
Data Deriv
MC Deriv
Analysis

8%

8%

ATLAS Preliminary
2020 Computing Model -CPU: 2030: Aggressive R&D
2% 10%

8%

Data Proc
MC-Full(Sim)
MC-Full(Rec)
MC-Fast(Sim)
MC-Fast(Rec)
EvGen

Heavy lons
Data Deriv
MC Deriv
Analysis

1%

5%

8%
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https://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf

Data vs Geant4 10.1

» We see a 2% lower response in data in the barrel.

» We see a 4% higher response in data in the end-cap - this increases to 8% with a
MIP selection.

» Electrons have 0.5-1% lower response in these two regions.

» We have heard reports in previous meetings on the test-beams from Tile and HEC.
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Vectorized Sin/Cos Calculation in EMEC

» Parameterized sincos calculation in EMEC take a significant portion of the
total Geant4 simulation time (2-3%),

* |t could be re-written with explicit vectorization to speed it up,

» Successfully implemented multiple stand-alone versions of the sincos
implementation, that appear to be consistently ~20% faster,

* Implemented in Athena, but difficult to test the exact speed-up because
sincos Is only a small portion of the total simulation time and because the
vector implementation changes the outcome of the simulation due to

fluctuations in the last digit of the double precision.
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TRT Geometry Optimization

Results

* The different module representations were tested with the FullSimLight benchmarking code, run with a single thread on the CERN
standalone machine;

 These studies target only the TRT part of the ATLAS detector geometry;
* Each test has been repeated 10 times. As primary particles, 10% e- at 10 GeV have been considered;

* The code has been compiled against Geant4 v10.6.2 with GCC 8.2.0.

Execution times for three types of solid representations. The current implemen-

tation with boolean solids is taken as reference.

* A positive improvement of 1.5% is observed
for the Arb8 representation, whereas the

Boolean solids 1663 Reference BRep solid exhibits a minor degradation
Arb8 1638 1.5%

BRep 1675 —0.7%

Module shapes Execution time (s) Improvement

with respect to the reference boolean solids.
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Physics and Performance Tuning

In order to see the photon shower shape distributions, plot the following observables:
* Reta, Rphi, weta2

ATLAS and the EM calorimeter

CUEM (EMBSEMEQ) T Particle identification Lateral shower shapes (reminder)
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Source: Simulation of Electrons and Photons in ATLAS (November 2-3, 2020), a talk by Maarten Boonekamp




Geant4 Optimizations Benchmark

The throughput is the inverse of the CPU time (per event), so
assuming that t1 is the initial cputime (per event) and t2 is the
final one (after our optimizations) the 2 speed ups are:

CPU time speed up=[(t2-t1)/t1]*100
Throughput speed up=[(t1-t2)/t2]*100
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