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CPU Benchmarking in HEP
Since 2009 the HEP community is using HEP-SPEC2006 (HS06)
for pledges & accounting reports, procurement procedures, 
performance studies of CPUs

– Since 2018 HS06 is not supported anymore by the SPEC org. 
• The move to a new benchmark is desirable 

“The first step in performance evaluation is to select the right 
measures of performance”

“The types of applications of computers are so numerous that it is not 
possible to have a standard measure of performance […] for all cases.” 

From “Art of Computer Systems Performance Analysis Techniques For Experimental Design Measurements Simulation And 
Modeling” (Raj Jain , Wiley Computer Publishing, John Wiley & Sons, Inc)
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What HS06 is
HS06 is a suite of 7 C++ applications

– Subset of SPEC CPU® 2006 benchmark 
• SPEC's industry-standardized

– CPU-intensive benchmark suite
• NB: None of the applications is an event-

based detector simulation or reconstruction 

– In 2009, proven high correlation with experiment 
workloads on a set of servers of that epoch

– Execution time today of the full HS06 suite: O(3h) [*] “A comparison of HEP code with SPEC benchmarks
on multi-core worker nodes”

J. Phys.: Conf. Ser. 219 (2010) 052009
CHEP-09

[*]
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HEP applications
HEP applications consist of

– A cluster of several hundred algorithms
– Complex framework 
– No hotspots, linear instruction spread
– Event based

Experiment software is evolved since 2009
– Adoption of new programming approaches 

(multi-threading and vectorization) 
and heterogeneous resources (CPUs, GPUs) 

In order to be predictive, 
the new benchmark must scale with the average 
performance of the job mix running in WLCG

HEP workloads (Run2)

Performance deviation of CMS reco
from HS06 prediction

Application similarity

doi:10.1088/1742-6596/1525/1/012073 (2019)
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HEP Benchmarks project
HEPscore has been proposed by the HEPiX Benchmarking WG

– Uses the workloads of the HEP experiments
– Combine them in a single benchmark score

HEPscore relies on HEP Workloads
– Individual reference HEP applications 

In addition, HEP Benchmark Suite
– Orchestrator of multiple benchmark (HEPscore, HS06, SPEC CPU2017)
– Central collection of benchmark results

All released under GPLv3 license 

HEP-score

Compute HEPscore

Report HEPscore

Run HEP Workloads

Collect &Validate  results
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WL1 WL2 WLn Score S(A,B)

m1(ref) 1 (by def) m2(ref) 1 (by def) mn(ref) 1 (by def) 1 (by def)

m1(A) x1(A,ref) m2(A) x2(A,ref) mn(A) xn(A,ref) S(A,ref)
𝑆(𝐴, 𝑟𝑒𝑓)
𝑆(𝐵, 𝑟𝑒𝑓)m1(B) x1(B,ref) m2(B) x2(B,ref) mn(B) xn(B,ref) S(B,ref)

HEPscore definition
Ingredients:

– a set of reference workloads (WLs)
– a measure of performance per WL (mi): work done in unit of time
– a reference server

The score S of a server (srv) is defined as the geometric mean 
of the speed factors xi(srv,ref) = mi(srv)/mi(ref)
respect to the reference server (ref)

Srv A

Srv B

Ref. Srv
"File:201912 Rack-optimised servers.svg" by DataBase Center for Life Science (DBCLS) is 
licensed under CC BY 4.0

https://en.wikipedia.org/wiki/Weighted_geometric_mean
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The challenge
Collect, maintain, extend workloads from several HEP experiments

– Not affordable with ad-hoc recipes for each workload

More than 30 workloads from 7 experiments prepared so far
– Experts from the Experiments focus on providing the workloads: 

software, data, result parser
– Experts on benchmarking focus on implementing a unified approach

Requirements 
– Provide consistent CLI, report structure, error logging 
– Reproducible results
– Zero burden from accessing remote data, databases, etc
– Not too large package distribution
– Portable 
– Long term support
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Standalone containers of HEP workloads

Components of an HEP workload
– SW repository (in general distributed via CVMFS)
– Input data (event and conditions data)
– An orchestrator script per workload
• Sets the environment
• Runs the application
• Parses the output to generate scores

Strategy: build standalone containers encapsulating all and only the 
dependencies needed to run the benchmarks 

8



D. Giordano (CERN) ACAT22 Bari 24/10/2022

Workloads’ repository
Realized an effective infrastructure to build and distribute the HEP workloads
Containers are built for multiple architectures: x86, aarch64, (potentially) Power, GPUs   

– CVMFS Trace and Export [ref] utilities to export the applications’ software from cvmfs to local 
– GitLab CI/CD for fully automated continuous integration 
– GitLab Registry for container distribution (Docker & Singularity/Apptainer)

1 2 3 4
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A long process to adopt a new benchmark
2017, WLCG Workshop Manchester

– First proposal of HEP Benchmark with containerized HEP 
applications (HEPiX Benchmarking WG)

2018/2020
– Design, prototype, validate, deliver

2020/2021  
– Proven the technical feasibility of an HEP-Benchmark: HEPscoreb

using experiments’ applications from LHC Run 2 and Belle2
– Include new applications: from LHC Run 3, Juno, IGWN

2022
– Finalize the HEPscore composition
– Discuss a WLCG strategy for the transition from HS06 to HEPscore

10



D. Giordano (CERN) ACAT22 Bari 24/10/2022

2022 measurement campaign
Executed the 11 most recent workloads from LHC 
experiments, Belle2, Juno, IGWN

– On ~40 different CPU models  from ~15 WLCG sites

Measured 
– Robustness against failures 
– Resolution ( s/µ typically < 1%)
– Performance
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Several combinations investigated:
– All workloads/Exclude the long-running ones/Use a subset/No weights/Weights from Grid fraction of jobs
– Little difference (few %) between the candidates

Preference for
– A small workload set for shorter runtime
– The simplest approach of unweighted WLs
– HEPscore composition of 7 workloads:

• Alice (digi_reco),
Atlas (gen_sherpa, reco), 
CMS (gen_sim, reco), 
LHCb (sim), Belle2 (gen_sim_reco)

• Important to include the Alice Reco workload: reconstruction of Pb-Pb events

Desiderata: at least some workloads should run on ARM 

HEPscore candidates
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Growing awareness and consensus
2 days of HEPscore workshop (19–20 Sept 2022) 

– Good representation of the different parties involved: 
Experiments, Sites, WLCG board

Valuable feedback from our WLCG community on
– Proposed composition of HEPscore
– Usability of the HEP Benchmark Suite
– Strategy for the adoption of HEPscore as WLCG benchmark

Next steps: 
– Collect feedback from ACAT + HEPiX Autumn (next week) + 

WLCG workshop (in 2 weeks)
– Submit a recommendation to the WLCG MB by the end of 2022 https://indico.cern.ch/event/1170924/ 
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Extend HEPscore to heterogeneous resources
In the future WLCG resources will include GPUs

– This is already true for the online farms
– HEP experiments have/are re-writing their offline applications to use also GPUs

HEP Benchmark project: 
growing support for heterogeneous workloads

– Madgraph4gpu
– CMS HLT-like
– ML/AI train AI model (e.g. MLPF)

Prototypes of analysis workloads are also available

All this is still too premature to be included in a production HEPscore
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Conclusions
The replacement of HS06 with HEPscore for CPUs will very likely happen in 2023

Enabling technologies
– Implemented framework to snapshot HEP applications in containers
– Created in the last years ~30 standalone containers of HEP workloads

• Some run on x86 and aarch64
– Deployed a benchmark database and released a software suite to collect benchmark 

results 

Validation
– Performed a large-scale measurement campaign in 2022
– Identified the “golden” HEPscore composition of 7 workloads
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HEP workloads running time
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Two teams collaborate for this objective
HEPiX Benchmarking WG
Roles

– Evaluation of benchmark alternatives
– Design and development of the 

HEP Benchmarks project 
– Validation of the HEP workloads
– Analysis of benchmark measurements

Team of ~13 people
Active (again) since 2018
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WLCG HEPscore deployment TF
Roles
– Recommend the HEPscore composition
– Propose migration HS06->HEPscore
– Coordinate the collection of workloads
– Onboard WLCG sites for validation

Team of ~20 people
Started on Nov 4. 2020




