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The power consumption of computing is coming under intense scrutiny worldwide, driven both by concerns
about the carbon footprint, and by rapidly rising energy costs.
ARM chips, widely used in mobile devices due to their power efficiency, are not currently in widespread use
as capacity hardware on the Worldwide LHC Computing Grid.
However, the LHC experiments are increasingly able to compile their workloads on the ARM architecture to
take advantage of various HPC facilities (e.g., ATLAS, CMS).

The work described in this paper attempts to compare the energy consumption of various workloads on two
almost identical machines, one with an arm64 CPU and the other with a standard AMD x86_64 CPU, operating
in identical conditions.
This builds on our initial study of two rather dissimilar machines, located at different UK Universities, which
produced some interesting, but at times contradictory, results, showing the need to control the comparison
more closely.

The set of benchmarks used include CPU intensive, memory intensive, and I/O bound tasks, ranging from
simple scripts, through compiled C programs, to typical HEP workloads (full ATLAS simulations).
We also plan to test the most recent HEPscore containerized jobs, which are actively being developed to match
LHC Run3 conditions and can already target different architectures.

The results compare both the power consumption and execution time of the same workload on the two differ-
ent architectures (arm64 and x86_64).
This will help inform Grid sites whether there are any scenarios where power efficiency can be improved for
LHC computing by deploying ARM-based hardware.

Significance
Power efficiency is an important, often overlooked, feature of computing in High-Energy Physics.
A close comparison in efficiency and throughput of HEP workloads among different architectures provides
actual data to guide Grid sites in the choice of new hardware.

This builds and largely improves on our previous study by taking advantage of brand new hardware and an
extended set of benchmarks.
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