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FLEXIBLE LOW-RESOURCES

Conclusions and Future Steps

In the next years the Large Hadron Collider (LHC) will go through several technological upgrades starting the age of the 
High-Luminosity LHC (HL-LHC) accelerator. The image in the left-up shows the expected behavior of the peak and integrated 
luminosity. The proton-proton collisions generated in the future are targeted to reach 140 pile-up (p-p collision per bunch of proton 
crossing and interacting each other). Several high-energy physics detector based experiments placed at CERN laboratories will 
exploits these conditions. For one of these detectors, the ATLAS (A Toroidal LHC ApparatuS) experiment, upgrades in the detector 
design, single sub-detectors and technologies will be exploited. Because of these many advancements from both accelerator and 
detector side, the data stream to handle by the Trigger and Data Acquisition (TDAQ) system will increase, leading to a necessary 
upgrade of it. In the left-down image there are the schemes of the ATLAS Run 3 and 4 TDAQ, showing an increase from 1.5 kHz to 
10 kHz of final event rate to reach, from the 40 MHz event rate generated by HL-LHC. Because of these rates the possibility to use 
hardware accelerators to speed-up the trigger algorithms has been and it is under study. Field Programmable Gate Array (FPGA 
technology is one of the most appreciated thanks to its performance in latency, processing time and power consumption. Current time 
FPGA architecture reached 7 nm of transistor industrial technology and surpassed 4 milions of components for functional logic 
building. High-energy physics experiments as ATLAS and CMS (Compact Muon Solenoid) have and are studying to exploit this type 
of technology with a specific simple but powerful tracking algorithm, the Hough Transform (HT). The latter, quite used in the medical 
image analysis, has powerful parallelizability features, well suited for FPGA devices. The HT concept can be applied to any type of 
shape with different performance depending on the case. For the specific of the CERN experiments quoted above the idea is to use it 
for fast tracking in of the charged particle detected in the charged particle trackers nearest to the HL-LHC beam line. The curves 
generated by the charged particles can be, with several approximations, transformed in straight lines by applying polar coordinates, 
leading to be studied by the HT for straight lines. The image …. shows a generic example describing the concept of this HT 
algorithm, based on a coordinate change reaching a new parameter space called “Accumulator” which is then studied to extract the 
“candidate tracks”. Image … shows how, for the case of ATLAS, the curves generated by the particles in the Inner Tracker 
sub-detector can be processed with the HT. The INFN Bologna group is developing 2 versions of the HT implemented on FPGA to 
propose as candidate for particle tracking, the Flexible version and the … version. The FPGA cards used for the implementations tests 
are the VC709, the VCU1525 and the ALVEO U250.

Building of the accumulator by 
applying the “pure” HT formula (the 
original or its reverse for ɸ0 based on 
the conditions) .

HT operations:
● Accumulator filling using the 

original HT formula in 
parallel across all incoming 
bins.

● Extraction of candidate 
tracks from the accumulator 
by applying the original HT 
formula "again" across all 
event clusters in parallel.

Firmware design

● First studies on the 
behavior of the 
algorithm with pure 
random inputs (hit 
tracks and % 
unwanted hit) with 
"road" as candidate 
tracks.

Several machine and and detector upgrades 
are taking place in view of the LHC high 
luminosity running which is scheduled to 
start in 2029 after the Long Shutdown 3.
The pileup for proton-proton collisions is 
expected to increase from the present 60 up 
to 140 or more. The peak luminosity is 
planned to reach 5 x 1034 cm-2 s-1[1].

This new physics 
environment will need 
upgrades for the CERN 
experiments. The ATLAS 
experiment will upgrade its 
detector and consequently the 
Trigger and Data Acquisition 
system, to reach 10 kHz of 
output data stream with 
respect to the current 1.5 kHz. 
To achieve this a hardware 
accelerator-based farm can 
join the CPU-based Processor 
Farm to speed up the tracking 
from the inner-most detectors 
[2].

ATLAS is studying the 
performance of the Hough 
Transform (HT) tracking algorithm 
to use it for the future Inner 
Tracker detector. To exploit it, the 
ATLAS environment requires that 
the position of the particle be 
defined with the polar coordinates 
radius “r” and azimuth angle “ϕ”.

Two versions of HT implemented on FPGA are under investigation as candidates for (raw) particle 
tracking for filtering, the Flexible version and the Low-Resources version. The FPGA boards used for 
implementation tests are Xilinx commercial demonstrators VC709, used by both versions, and VCU1525.

Generic example of HT algorithm: two points in the left are 
connected in the right thanks to a change in coordinate system 

Goal: Versatile HT that targets compute time performance versus occupied resources 
through high parallelization and high clock rate
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FIRMWARE DESIGN 
AND PERFORMANCE

● Idea: perform all possible mathematical calculations on software beforehand, 
assuming ATLAS geometry, and implement only calculated results on firmware
○  For simplification, input r is considered as a fixed value for each layer
○  No need for mathematical calculation logic on board
○  On the board, each accumulator cell needs only to check whether input phi is 

within the pre-calculated range or not
■ Very low-resource implementation is possible on firmware

●  Logically compatible function is implemented as software
●  The expected performance and utilisation are evaluated for 

some options
●  Results:

○  Reasonably compatible efficiency is achieved using 
less than 8% resource of flexible version

○  By assuming input r width and accepting all possible r 
cases, efficiency is significantly improved
■    However, the amount of outputs is not acceptable 

by the downstream
■     In case duplicated outputs can be removed on 

board, this is promising results

● Target: confirm implementation feasibility and check 
functional compatibility

● Results:
○  The implemented blocks work as expected by 

software simulations
○  Any block works within the 250 MHz clock 

domain
○  The use of resources corresponds to what is 

evaluated by the software
■  with approximately 31k LUTs utilization 

compared to the 400k of the flexible version, 
compatible performance is achieved.

■ Warning: This approach is only valid for the 
barrel region due to the assumption of a 
constant "r" maintained.

Goal: to confirm the feasibility of the implementation and verify its functional compatibility

APPROACH

FEASIBILITY STUDY:
SOFTWARE TEST

FEASIBILITY STUDY: FIRMWARE TEST

The ATLAS experiment is investigating commodity solutions for Event Filter Tracking, including the possible use of FPGA-based accelerators. Two FPGA implementations of 
the Hough Transform algorithm are proposed as a feasible and well-performing solution for fast tracking in HEP experiments. Firmware development is quite advanced, being 

stable for both version at 250 MHz, and has reached satisfactory and competitive functionality and frequency. Preliminary tracking performance studies are promising, showing 
> 95 % efficiency for reconstructing single muons with pT > 1 GeV.

only 
range

● Left: on software 
evaluated range of r:
ϕ (in blue) to fire an 
accumulator bin;

● Right: on firmware 
checked ϕ range to 
fire accumulator bin 
(low cost solution);

Previous math Fix r Scan r

#LUTs 400k — 31k 108k

<#fit> — 2375 2709 292k

<#candidate
tracks> — 242 270 4881

Inefficiency — 4.5 % 6.5 % 0.36 %

ALGORITHM PERFORMANCE AND TIME

● Left: separate the firmware into different clock domains as much as possible;
● Right: firmware implementation functionality for a maximum frequency of 

350 MHz on a Xilinx VCU1525 card for an accumulator of  216 qA/pt x 32 
ϕ0 bins, 8 layers and 160 clusters stored per layer; 

Z-slices 𝜇 1-2 Gev 𝜇 2-4 GeV 𝜇 > 4 GeV 𝜋 1-2 GeV 𝜋 2-4 GeV 𝜋 > 4 GeV

19 95.9 % 100 % 98.6 % 88.8 % 92.7 % 95.2 %

6 96.6 % 100 % 98.6 89.3 % 93 % 95.9 %
Efficiency of candidate tracks extracted with respect to truth. Tests done for muons and pions tracks. Low pt shows 
low efficiency, issue in investigation. Candidate tracks and corresponding hits range between 550-950 and 10-13 
respectively, leading to a processing time ranging from 3 to 6 𝜇s. These results are related to the 8 outer-most layers 
of the barrel region only.
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