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malpaka: Header only parallel abstraction library that provides low level
control of hardware, targeting CPUs, GPUs and FPGAs

mstd::execution::pararallel C++ standards based approach to launching
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parallel tasks. Still under development by standards bodies, with possible
full integration with C+-+26.

Figure 1: FastCaloSim Timings.

m reductions, kernel chaining, callbacks, concurrency Figure 2: p2r Timings.

m Address needs of large and small workflows
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m Aesthetics
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m beauty is in the eye of the beholder

CPU version, 40 threads

Kokkos version, Threads execution space, peak (18 threads)
CUDA version, peak (9 concurrent events and CPU threads)
CUDA version, 1 concurrent event

CUDA version, 1 concurrent event, memory pool disabled 159 +1
Kokkos version, CUDA execution space 115.7 = 0.3

Table 1: Patatrack Timings
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m Interoperability

Experiment Testbeds

m interaction with externals, thread pools, c++ standards

mWCT - WireCell Toolkit (DUNE): Liquid Argon TPC Simulation
m FCS — FastCaloSim (ATLAS): Parametrized LAr Calorimeter Simulation
m Patatrack (CMS): Silicon pixel tracker reconstruction

mp2r (CMS): Propagate to R track follower msimilar learning curve to mcan target all hardware m easy to implement, does not mplain C++ - low entry bar for ~ mHeader-only C++ library
mACTS tracking workflow (ACTS): multistage track finder and following CUBA licit init /final bﬁCkeﬂds from _slame oIS, require major changes to the developers m Single-source programming
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m more verbose than CUDA, but
similar to Kokkos for memory

management when using

mstrong support by Intel,
pushing towards integration in
C++ standards
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m does not support GPU scan
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