The Jiangmen Underground Neutrino Observatory (JUNO) is a large liquid scintillator detector located in China and
it is expected to start data taking in 2024. JUNO's ambitious design primarily aims to the determination of the
neutrino mass ordering at high statistical significance (3-4 o) in about 6 years of data taking, by measuring the
oscillation pattern of electron antineutrinos generated by two nuclear power plants, on a ~53 km baseline from the
experimental site. Moreover, JUNO aspires to the sub % determination of the neutrino oscillation parameters as
well as to the measurement of atmospheric neutrinos, to solar neutrino precision spectroscopy, and to the
detection of low energy neutrinos coming from supernovae and geo-neutrinos.

JUNO thus will be a unique facility for particle and astroparticle physics.
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The JUNO Data Production workflow and the Mock Data Challenge

While awaiting for the JUNO detector real data, the Mock Data Challenge wants to qualitatively test the goodness
of the JUNQ'’s Data Production chain as for CPU time/disk-space.
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RADIOACTIVE BACKGROUND: SIMULATED EVENTS and SPECIES assuming 1h of data-taking

Job Sets File Size . . . . .
e s e Besides the radioactive background simulations
Numbers Events single file Total .
size (~ 19TB), we also expect about 200 TB from
U238@LS(x13) 13,000,000 events 20 65000 245G/206M | 44434 G _ '
Th232@LS(x9) 10,000,000 events 20 50000 saaneoa | 4zise | muon simulations.
K40@LS 1,000,000 events 20 5000 198M/1.57M 37.59 G . _
Pb210@LS(x3) 3,000,000 events 30 10000 185M/3.24M s06sc | The size and the number of files of the simulated
Cl4@LS 1,000,000,000 events 2000 50000 146M/13.9M 2.65T data are quite |arge to handle: there are too many
85@L 000, 5 2M/1.53M 83 . .
= sl 2° oo B =59 input samples for the reconstruction and OEC.
U238@Acrylic(x13) 130,000,000 events 200 65000 135M/17.7M | 257.81 G
Th232@Acrylic(x10) 100,000,000 events 200 50000 190M/15M 32294 G .
K40@Acrylic 10,000,000 events 20 50000 130M/12.3M 2482 G We need a strategy:
U238@node/bar(x13) 1,300,000,000 events 2000 65000 23M/17TM 776.06 G .
Th232@node/bar(x10) 1,000,000,000 events 2000 50000 25M/14M 756.09 G 1. MERGE We merge the files for a Species
K40@node/bar 100,000,000 events 200 50000 19M/11.8M 56.93 G .
Co60@node/bar 100,000,000 events 200 50000 swsa | swee | 2. PRE-MIX We pre-mix baCkg round samples
U238@PMTGlass(x12) 13.000,000,000 events 20000 65000 17.7M/17TM 6799.18 G Of dlfferent SpeC|eS
Th232@PMTGlass(x10) 10,000,000,000 events 20000 50000 14M/14M 5304.71 G
K40@PMTGlass 1,000,000,000 events 2000 50000 17M/12M 543G | 3 RECONSTRUCT OEC of the pre-mixed sample
Rn222@WaterRadon 100,000,000 events 2000 35000 17M/9.50M 523.60 G

The JUNO Distributed Computing Infrastructure

The best strategy to successfully deal with the computing needs of the JUNO experiment, is to rely on a
Distributed Computing Infrastructure (DCI). Within the JUNO collaboration, computing resources are currently
provided from several data centers around the world: IN2P3 (France), IHEP (China), JINR (Russia), CNAF (Italy),
and SDU (China). The DCI integrates heterogeneous resources, hide complexity from users, and provides a simple

way for users to use the computing resources.
JUNO COMPUTING EXPECTED NEEDS

Cluster] DAQ event rate: 1 kHz
Data flow: 60MB/s
Phycii 3!;".5{;,'?,‘:.‘23 = o Raw data file size (avg, on 80 k events): 5 GB
=er Sysiom Data volume per day: ~ 5 TB
Data volume per year: ~ 2PB
@ Number of files per day: ~ 1000

Number of files per year: ~ 400000
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