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Motivation

• Theoretical and experimental 
reasons to expect new physics 
beyond the Standard Model

What is the nature of dark 
matter & dark energy?

Why is there more matter 
than anti-matter?
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Figure 3: Left: SM phase diagram in terms of Higgs and top pole masses. The plane is
divided into regions of absolute stability, meta-stability, instability of the SM vacuum, and non-
perturbativity of the Higgs quartic coupling. The top Yukawa coupling becomes non-perturbative
for Mt > 230 GeV. The dotted contour-lines show the instability scale ⇤I in GeV assuming
↵3(MZ) = 0.1184. Right: Zoom in the region of the preferred experimental range of Mh and Mt

(the grey areas denote the allowed region at 1, 2, and 3�). The three boundary lines correspond
to 1-� variations of ↵3(MZ) = 0.1184±0.0007, and the grading of the colours indicates the size
of the theoretical error.

The quantity �e↵ can be extracted from the e↵ective potential at two loops [112] and is explicitly
given in appendix C.

4.3 The SM phase diagram in terms of Higgs and top masses

The two most important parameters that determine the various EW phases of the SM are the
Higgs and top-quark masses. In fig. 3 we update the phase diagram given in ref. [4] with our
improved calculation of the evolution of the Higgs quartic coupling. The regions of stability,
metastability, and instability of the EW vacuum are shown both for a broad range of Mh and
Mt, and after zooming into the region corresponding to the measured values. The uncertainty
from ↵3 and from theoretical errors are indicated by the dashed lines and the colour shading
along the borders. Also shown are contour lines of the instability scale ⇤I .

As previously noticed in ref. [4], the measured values of Mh and Mt appear to be rather
special, in the sense that they place the SM vacuum in a near-critical condition, at the border
between stability and metastability. In the neighbourhood of the measured values of Mh and
Mt, the stability condition is well approximated by

Mh > 129.6GeV + 2.0(Mt � 173.34GeV)� 0.5GeV
↵3(MZ)� 0.1184

0.0007
± 0.3GeV . (64)

The quoted uncertainty comes only from higher order perturbative corrections. Other non-
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Is the electroweak 
vacuum stable?

Why is there more 
matter than anti-

matter?

How can the Higgs 
boson be light when 
the mass receives 
large quantum 
corrections?

What are the details 
of cosmic inflation?

What are the origins 
of the LHCb flavour 

anomaly?

Why are neutrinos massive?



Motivation

• Theoretical and experimental 
reasons to expect new physics 
beyond the Standard Model


• However, so far only negative 
results in searches
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Motivation

• Theoretical and experimental 
reasons to expect new physics 
beyond the Standard Model


• However, so far only negative 
results in searches


• Make sure that we do not miss 
potential discoveries at the LHC: 
Use machine learning to 
improve existing approaches 
and to inspire new ideas  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Outline
• Improve existing approaches:


• Better performance for new physics 
taggers 

• Increase stability 

• New ideas:


• Build model independent searches


Despite the same title, this talk will be 
more focused on LHC physics and on 
recent work than our review (2112.03769)
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See Danilo’s excellent talk from 
Monday for a big picture view of 
computing challenges in the future

https://indico.cern.ch/event/1106990/contributions/5021254/attachments/2533470/4359744/Software%20and%20Computing%20in%20the%20HL-LHC%20and%20EIC%20eras%20and%20beyond_v2.pdf
https://indico.cern.ch/event/1106990/contributions/5021254/attachments/2533470/4359744/Software%20and%20Computing%20in%20the%20HL-LHC%20and%20EIC%20eras%20and%20beyond_v2.pdf


Improving 
Performance
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GK, Plehn (eds), et al, 1902.09914

Improvement of factor 2-3 over 
shallow ML (and more over non-ML 
methods) in benchmark classification task

Enter: Deep Learning

• Example application: hadronic top 
quark decays


• 1.2M simulated top quark and 
background events


• Either four-momenta of individual 
particles or high-level features


• Great test-bed to compare different data 
representations


• (and, of course, useful for new 
physics searches)
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Architectures
• Basic motivation: Use physicists’ 

knowledge about data as an implicit (or 
explicit bias) to help networks train faster / 
achieve better performance
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Architectures
• Basic motivation: Use physicists’ 

knowledge about data as an implicit (or 
explicit bias) to help networks train faster / 
achieve better performance


• Either by phrasing physics problems 
so that outside-solutions can be used …

GK, Plehn, et al, 1701.08784; Macaluso, Shih, 
1803.00107; … 

Very simple convolutional architecture, using 
locality and translation invariance. 
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Architectures
• Basic motivation: Use physicists’ 

knowledge about data as an implicit (or 
explicit bias) to help networks train faster / 
achieve better performance


• Either by phrasing physics problems 
so that outside-solutions can be used …


• …or by constructing networks layers based 
on physical symmetries

GK, Plehn, et al, 1707.08966; Erdmann et al 
1812.09722; Bogatskiy et al 2006.04780; … 

Learn combinations of  particles and suitable 
rest frames 10



Architectures
• Basic motivation: Use physicists’ 

knowledge about data as an implicit (or 
explicit bias) to help networks train faster / 
achieve better performance


• Either by phrasing physics problems 
so that outside-solutions can be used …


• …or by constructing networks layers based 
on physical symmetries


• Graphs are a general + powerful 
framework that captures relevant 
properties for particle tagging


• e.g. best performance of ParticleNet in 
original top tagging comparison


• versatile and well suited

Henrion et al ML4PS 2017; Qu, Gouskos 
1902.08570; Shalom, Battaglia, Valiant 
2007.13681 (review) 

Graph Neural Networks in Particle Physics 8

In practice the �e, �v, and �u are often implemented as a simple trainable neural

network, e.g. a fully connected network. The ⇢e!v, ⇢e!u, and ⇢v!u functions are

typically implemented as permutation invariant reduction operators, such as element-

wise sums, means, or maximums. The ⇢ functions must be permutation invariant if the

GN block is to maintain permutation equivariance.

(a)
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<latexit sha1_base64="Gj7yv98SlyD93Ghofp+NnyXvd2c=">AAAB7HicbVBNS8NAFHypX7V+VT16WSyCp5KIUA8eCl48VjBtoQ1ls920SzebsPsilNDf4MWDIl79Qd78N27bHLR1YGGYecO+N2EqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3dzv/PEtRGJesRpyoOYjpSIBKNoJb8/TNAMqjW37i5A1olXkBoUaA2qXzbHspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfLDsjF1YZkijR9ikkC/V3IqexMdM4tJMxxbFZ9ebif14vw+gmyIVKM+SKLT+KMkkwIfPLyVBozlBOLaFMC7srYWOqKUPbT8WW4K2evE7aV3XPrXsP17XmbVFHGc7gHC7BgwY04R5a4AMDAc/wCm+Ocl6cd+djOVpyiswp/IHz+QPvmo68</latexit><latexit sha1_base64="Gj7yv98SlyD93Ghofp+NnyXvd2c=">AAAB7HicbVBNS8NAFHypX7V+VT16WSyCp5KIUA8eCl48VjBtoQ1ls920SzebsPsilNDf4MWDIl79Qd78N27bHLR1YGGYecO+N2EqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3dzv/PEtRGJesRpyoOYjpSIBKNoJb8/TNAMqjW37i5A1olXkBoUaA2qXzbHspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfLDsjF1YZkijR9ikkC/V3IqexMdM4tJMxxbFZ9ebif14vw+gmyIVKM+SKLT+KMkkwIfPLyVBozlBOLaFMC7srYWOqKUPbT8WW4K2evE7aV3XPrXsP17XmbVFHGc7gHC7BgwY04R5a4AMDAc/wCm+Ocl6cd+djOVpyiswp/IHz+QPvmo68</latexit><latexit sha1_base64="Gj7yv98SlyD93Ghofp+NnyXvd2c=">AAAB7HicbVBNS8NAFHypX7V+VT16WSyCp5KIUA8eCl48VjBtoQ1ls920SzebsPsilNDf4MWDIl79Qd78N27bHLR1YGGYecO+N2EqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3dzv/PEtRGJesRpyoOYjpSIBKNoJb8/TNAMqjW37i5A1olXkBoUaA2qXzbHspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfLDsjF1YZkijR9ikkC/V3IqexMdM4tJMxxbFZ9ebif14vw+gmyIVKM+SKLT+KMkkwIfPLyVBozlBOLaFMC7srYWOqKUPbT8WW4K2evE7aV3XPrXsP17XmbVFHGc7gHC7BgwY04R5a4AMDAc/wCm+Ocl6cd+djOVpyiswp/IHz+QPvmo68</latexit><latexit sha1_base64="Gj7yv98SlyD93Ghofp+NnyXvd2c=">AAAB7HicbVBNS8NAFHypX7V+VT16WSyCp5KIUA8eCl48VjBtoQ1ls920SzebsPsilNDf4MWDIl79Qd78N27bHLR1YGGYecO+N2EqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3dzv/PEtRGJesRpyoOYjpSIBKNoJb8/TNAMqjW37i5A1olXkBoUaA2qXzbHspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfLDsjF1YZkijR9ikkC/V3IqexMdM4tJMxxbFZ9ebif14vw+gmyIVKM+SKLT+KMkkwIfPLyVBozlBOLaFMC7srYWOqKUPbT8WW4K2evE7aV3XPrXsP17XmbVFHGc7gHC7BgwY04R5a4AMDAc/wCm+Ocl6cd+djOVpyiswp/IHz+QPvmo68</latexit>G1

<latexit sha1_base64="YNShseMoKm2HdChKvcjMRmoBu5o=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9r1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvy2NaQ==</latexit><latexit sha1_base64="YNShseMoKm2HdChKvcjMRmoBu5o=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9r1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvy2NaQ==</latexit><latexit sha1_base64="YNShseMoKm2HdChKvcjMRmoBu5o=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9r1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvy2NaQ==</latexit><latexit sha1_base64="YNShseMoKm2HdChKvcjMRmoBu5o=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9r1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvy2NaQ==</latexit>

G0
<latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit>

GM
<latexit sha1_base64="vjTCpRgsPEJfhljVzwQb7AFhV5c=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0MIiYKGNENF8QHKEvc1csmRv79jdE8KRn2BjoYitv8jOf+MmuUITHww83pthZl6QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbweh66reeUGkey0czTtCP6EDykDNqrPRw07vrlStu1Z2BLBMvJxXIUe+Vv7r9mKURSsME1brjuYnxM6oMZwInpW6qMaFsRAfYsVTSCLWfzU6dkBOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCSz/jMkkNSjZfFKaCmJhM/yZ9rpAZMbaEMsXtrYQNqaLM2HRKNgRv8eVl0jyrem7Vuz+v1K7yOIpwBMdwCh5cQA1uoQ4NYDCAZ3iFN0c4L8678zFvLTj5zCH8gfP5A+mdjYU=</latexit><latexit sha1_base64="vjTCpRgsPEJfhljVzwQb7AFhV5c=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0MIiYKGNENF8QHKEvc1csmRv79jdE8KRn2BjoYitv8jOf+MmuUITHww83pthZl6QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbweh66reeUGkey0czTtCP6EDykDNqrPRw07vrlStu1Z2BLBMvJxXIUe+Vv7r9mKURSsME1brjuYnxM6oMZwInpW6qMaFsRAfYsVTSCLWfzU6dkBOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCSz/jMkkNSjZfFKaCmJhM/yZ9rpAZMbaEMsXtrYQNqaLM2HRKNgRv8eVl0jyrem7Vuz+v1K7yOIpwBMdwCh5cQA1uoQ4NYDCAZ3iFN0c4L8678zFvLTj5zCH8gfP5A+mdjYU=</latexit><latexit sha1_base64="vjTCpRgsPEJfhljVzwQb7AFhV5c=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0MIiYKGNENF8QHKEvc1csmRv79jdE8KRn2BjoYitv8jOf+MmuUITHww83pthZl6QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbweh66reeUGkey0czTtCP6EDykDNqrPRw07vrlStu1Z2BLBMvJxXIUe+Vv7r9mKURSsME1brjuYnxM6oMZwInpW6qMaFsRAfYsVTSCLWfzU6dkBOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCSz/jMkkNSjZfFKaCmJhM/yZ9rpAZMbaEMsXtrYQNqaLM2HRKNgRv8eVl0jyrem7Vuz+v1K7yOIpwBMdwCh5cQA1uoQ4NYDCAZ3iFN0c4L8678zFvLTj5zCH8gfP5A+mdjYU=</latexit><latexit sha1_base64="vjTCpRgsPEJfhljVzwQb7AFhV5c=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0MIiYKGNENF8QHKEvc1csmRv79jdE8KRn2BjoYitv8jOf+MmuUITHww83pthZl6QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbweh66reeUGkey0czTtCP6EDykDNqrPRw07vrlStu1Z2BLBMvJxXIUe+Vv7r9mKURSsME1brjuYnxM6oMZwInpW6qMaFsRAfYsVTSCLWfzU6dkBOr9EkYK1vSkJn6eyKjkdbjKLCdETVDvehNxf+8TmrCSz/jMkkNSjZfFKaCmJhM/yZ9rpAZMbaEMsXtrYQNqaLM2HRKNgRv8eVl0jyrem7Vuz+v1K7yOIpwBMdwCh5cQA1uoQ4NYDCAZ3iFN0c4L8678zFvLTj5zCH8gfP5A+mdjYU=</latexit>

G0
<latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit><latexit sha1_base64="vj48jMMQe2f55rU6zb6RZp+K9y4=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EiIVFwELLiOYDkiPsbfaSJXt7x+6cEI78BBsLRWz9RXb+GzfJFZr4YODx3gwz84JECoOu++0U1tY3NreK26Wd3b39g/LhUcvEqWa8yWIZ605ADZdC8SYKlLyTaE6jQPJ2ML6Z+e0nro2I1SNOEu5HdKhEKBhFKz3c9t1+ueJW3TnIKvFyUoEcjX75qzeIWRpxhUxSY7qem6CfUY2CST4t9VLDE8rGdMi7lioaceNn81On5MwqAxLG2pZCMld/T2Q0MmYSBbYzojgyy95M/M/rphhe+ZlQSYpcscWiMJUEYzL7mwyE5gzlxBLKtLC3EjaimjK06ZRsCN7yy6ukdVH13Kp3f1mpX+dxFOEETuEcPKhBHe6gAU1gMIRneIU3RzovzrvzsWgtOPnMMfyB8/kDvamNaA==</latexit>

GNcore
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Unshared, deep GN stack

Shared, recurrent GN stack

(b)

Figure 4. (a) A GN block (from [13]). An input graph, G = (u, V, E), is processed
and a graph with the same edge structure but di↵erent attributes, G

0 = (u0
, V

0
, E

0),
is returned as output. The component functions are described in Equation 1. (b) GN
blocks can be composed into more complex computational architectures. The top row
shows a sequence of di↵erent GN blocks arranged in series, or depth-wise, fashion. The
bottom row replaces the distinct GN blocks with a shared, recurrent, configuration.

Some key benefits of GNs are that they are generic: if a problem can be expressed

as requiring a graph to be mapped to another graph or some summary output, GNs

are often suitable. They also tend to generalize well to graphs not experienced during

training, because the learning is focused on the edge- and node-level—in fact if the global

block is omitted, the GN is not even aware of the full graph in any of its computations,

as the edge and node blocks take only their respective localities as input. Yet when

multiple GN blocks are arranged in deep or recurrent configurations, as in Figure 4b,

information can be processed and propagated across the graph’s structure, to allow more
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In practice

CMS 2004.08262; CMS DP -2020/002; ATL-
PHYS-PUB-2022-039

Figure 7: The inverse of efficiency in background QCD jets (Y�1
1:6) versus the efficiency in top quark jets (YB86) for the

top quark taggers studied. Three of the constituent-based taggers (ParticleNet, PFN, DNN) surpass the performance of
the high-level-quantity-based tagger (hlDNN).

Figure 8: Background rejection, or inverse background efficiency (Y�1
1:6), of several top quark taggers as a function of the

jet ?T for the nB86 = 0.5 (left) and nB86 = 0.8 (right) working points.

13

6

Figure 1. Performance of the DeepAK8 and ParticleNet algorithms for identifying hadronically decaying top
quarks. A selection on the jet mass, 105 < mSD < 210 GeV, is applied in addition to the ML-based identification
algorithm when evaluating the signal and background efficiencies. For the signal (background), the generated
top quarks (other quarks and gluons) are required to satisfy 500 < pT < 1000GeV and |η| < 2.4.
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Use of object tagging

13

• Top tagging (+other heavy resonances, 
flavour, tau,…): standard model particles


• Still important for BSM searches

CMS B2G-20-011 (just an example; majority of 
searches uses flavour/resonance tagging as 
ingredient)



• Top tagging (+other heavy resonances, 
flavour, tau,…): standard model particles


• Still important for BSM searches


• Relatively easy calibration 
(signal & background samples in data 
exist) 
For new physics: background 
calibration possible, larger uncertainty 
on signal

CMS 1912.12238; … 14

Tagging other particles

Example for domain adaptation



• Top tagging (+other heavy resonances, 
flavour, tau,…): standard model particles


• Still important for BSM searches


• Relatively easy calibration 
(signal & background samples in data 
exist) 
For new physics: background 
calibration possible, larger uncertainty 
on signal


• Can assume all properties (mass,..) 
For new physics: Parametrised 
networks or decorrelation

5

FIG. 3: Decorrelation against background rejection for di↵er-
ent approaches.

FIG. 4: QCD mass distribution before and after a cut on
CNN plus DisCo (W -tagging) with signal e�ciency of 50%
and JSD ⇠ 10�3.

adds exactly one hyperparameter and no additional neu-
ral network parameters to the DNN, the adversary more
than doubles the number of hyperparameters and adds
an entire second NN to the story. See the Appendix for
a complete list of hyperparameters for the adversarial
training. These were found through manual tuning and
their sheer complexity nicely illustrates the need for a
simpler method of decorrelation.

We see that DisCo regularization is equally capa-
ble of decorrelating the more powerful CNN classi-
fier, and again achieves comparable performance to
CNN+adversary. One concern could have been that a
more powerful deep learning method such as the CNN
could overpower the DisCo regularizer, but our result

demonstrates that this is not the case. At the highest
levels of decorrelation, we note that both DNN and CNN
performances are comparable.
In fig. 4, we indicate more directly the level of decorre-

lation in the background mass distribution for the pure
CNN case (no decorrelation), and for the CNN+DisCo
method at a working point that achieves 1/JSD50 ⇠ 103.
We see that DisCo is quite e↵ective at stabilizing the
background mass distribution against a cut on the clas-
sifier.
Finally, let us also comment briefly on the performance

of planing. Unlike DisCo regularization and some of the
other methods studied here, planing yields a single work-
ing point, instead of a tunable tradeo↵ between decorre-
lation and classifier performance. Since its performance
depends on the joint probability distribution for mass
and the other observables,8 planing is not guaranteed to
achieve strong results. But it is interesting to see that
in this case (and in many of the cases studied in [63]),
planing the DNN and CNN classifiers achieves very good
performance. The performance lies on the DisCo regu-
larization curve, and DisCo is capable of further decor-
relation.

Conclusions
Deep learning is greatly increasing the classification per-
formance for a wide number of reconstruction problems
in particle physics. With the increasing adoption of these
powerful machine learning solutions, a thorough under-
standing of their stability is needed.
In this paper it was shown how a simple regularisation

term based on the distance correlation metric can achieve
state-of-the-art decorrelation power. Training is easier to
set-up, with far less hyperparameters to optimise, and is
more stable than adversarial networks, while simultane-
ously being more powerful than simpler approaches.
DisCo regularization is an e↵ective and promising new

method for decorrelation which should have a host of
immediate experimental applications at the LHC. At the
same time, the potential use cases are much wider and
include problems of fairness and bias of decision algo-
rithms in social applications. This will be an extremely
interesting direction for future exploration.
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where | · | refers to the Euclidean vector norm3 and
(X,Y ), (X 0

, Y
0), (X 00

, Y
00) are iid from the joint distri-

bution of (X,Y ) (X 00 is not used in (3)). Using this al-
ternative form of dCov2 it is straightforward to compute
a sampling estimate of dCov2 from a dataset of (xi, yi).4

Finally, we normalize the distance covariance by the
individual distance variances to obtain distance correla-
tion:

dCorr2(X,Y ) =
dCov2(X,Y )

dCov(X,X)dCov(Y, Y )
(4)

The distance correlation is bounded between 0 and 1.
Normalizing ensures equally strong decorrelation inde-
pendent of the overall scale.

We will add dCorr2 as a regularizer term to the usual
classifier loss function in the following.5 In detail:

L = Lclassifier(~y, ~ytrue) + � dCorr2ytrue=0(~m, ~y) (5)

where � is a single hyperparameter that controls the
tradeo↵ between classifier performance and decorrela-
tion, ~y is the output of the NN on a single minibatch, and
~ytrue and ~m are the true labels and masses respectively.6

The subscript ytrue = 0 indicates that the distance cor-
relation is only calculated for the subset of the minibatch
that is background; this is the appropriate mode for W -
tagging. Of course, for other applications it may be more
appropriate to apply the decorrelation to all events, or
even to signal events only.

Samples
As discussed in the Introduction, we will focus in this
paper on W tagging, for which there is a detailed study
of existing decorrelation methods by the ATLAS collabo-
ration [41]. (See the Appendix for a brief demonstration
of DisCo decorrelation for top tagging.) By recasting the
ATLAS study as closely as possible, we will be able to

3
In fact there is a family of distance covariance measures param-

eterized by 0 < ↵ < 2 where one uses |X � X0|↵ instead of

|X � X0|. These relax the requirement of strict equivariance

under rescalings. In this paper we will focus on ↵ = 1 but in

principle this would be another hyperparameter to explore.
4
In the following we will be reweighting by pT . So we actually

need a weighted form of distance correlation. That follows easily

from the sample definition (3).
5
In principle another hyperparameter is the exact power of dCorr

that one adds to the loss function. We have not explored this in

much detail.
6
Our implementation of DisCo is available at

https://github.com/gkasieczka/DisCo.

FIG. 1: Invariant mass distribution for the inclusive W and
QCD samples.

validate our methods and rigorously demonstrate that
our method of distance correlation is state-of-the-art.
Following the ATLAS study, we generate the SM pro-

cesses pp ! WW and pp ! jj in Pythia 8.219 [51] atp
s = 13 TeV with a generator level cut of pT >250 GeV

on the initial particles. We use Delphes 3.4.1 with the
default detector card for detector simulation [52]. We
also use the built-in functionality of Delphes to simu-
late pileup with hNPU i = 24 as per the ATLAS study
[41].
Jets are reconstructed using FastJet 3.0.1 [53] and

the anti-kT algorithm [54] with R = 1 distance parame-
ter. Jets are required to have |⌘| < 2 and to be within
�R < 0.75 or the original parton. The daughters of
the W are also required to be within �R < 0.75 of the
original W . Finally jets are trimmed [55] with param-
eters Rsub = 0.2 and fcut = 5%. For the final sam-
ple, jets are required to have m 2 [50, 300] GeV and
pT 2 [300, 400] GeV; the mass distributions for signal
and background are shown in fig. 1. Apart from the very
last requirement on pT , these are all following the AT-
LAS study. Here we choose to focus on a more narrow
range in pT for simplicity.
From this sample of jets, we compute the complete

list of high-level kinematic variables shown in table 1 of
the ATLAS study, see [41] for more details and original
references. These form the inputs for all the methods in
the ATLAS study. We will also use them as inputs for
the DNN plus distance correlation.
Since we will also study the decorrelation of CNN clas-

sifiers (see below), we will also form jet images in the
same way as [56]. We form images with �⌘ = �� = 2
and 40 ⇥ 40 pixel resolution. For simplicity we stick to
grayscale images (with pixel intensity equal to pT ) for
this study. Fig. 2 shows the average of 100,000 W and
QCD jet images.
For all methods we reweight the training samples so

that the pT distributions of signal and background are
flat, following the ATLAS study. We use 50 evenly-
spaced pT bins between 300 and 400 GeV. For evaluation
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Following the ATLAS study, we generate the SM pro-

cesses pp ! WW and pp ! jj in Pythia 8.219 [51] atp
s = 13 TeV with a generator level cut of pT >250 GeV

on the initial particles. We use Delphes 3.4.1 with the
default detector card for detector simulation [52]. We
also use the built-in functionality of Delphes to simu-
late pileup with hNPU i = 24 as per the ATLAS study
[41].
Jets are reconstructed using FastJet 3.0.1 [53] and

the anti-kT algorithm [54] with R = 1 distance parame-
ter. Jets are required to have |⌘| < 2 and to be within
�R < 0.75 or the original parton. The daughters of
the W are also required to be within �R < 0.75 of the
original W . Finally jets are trimmed [55] with param-
eters Rsub = 0.2 and fcut = 5%. For the final sam-
ple, jets are required to have m 2 [50, 300] GeV and
pT 2 [300, 400] GeV; the mass distributions for signal
and background are shown in fig. 1. Apart from the very
last requirement on pT , these are all following the AT-
LAS study. Here we choose to focus on a more narrow
range in pT for simplicity.
From this sample of jets, we compute the complete

list of high-level kinematic variables shown in table 1 of
the ATLAS study, see [41] for more details and original
references. These form the inputs for all the methods in
the ATLAS study. We will also use them as inputs for
the DNN plus distance correlation.
Since we will also study the decorrelation of CNN clas-

sifiers (see below), we will also form jet images in the
same way as [56]. We form images with �⌘ = �� = 2
and 40 ⇥ 40 pixel resolution. For simplicity we stick to
grayscale images (with pixel intensity equal to pT ) for
this study. Fig. 2 shows the average of 100,000 W and
QCD jet images.
For all methods we reweight the training samples so

that the pT distributions of signal and background are
flat, following the ATLAS study. We use 50 evenly-
spaced pT bins between 300 and 400 GeV. For evaluation

Add term to loss function to 
decrease correlation with specific 

observable (e.g. invariant mass)
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Figure 1. The ABCD method is used to estimate the background in region A as NA =
NBNC

ND
. It requires the signal to be relatively localized in region A and the observables to

be independent on background. The shaded planes (left) or lines (right) denote thresholds

which isolate the signal in region A.

small uncertainties — either because the e↵ect itself is small, or because the correction

is robust. But such corrections, together with the fact that simple kinematic features

are typically not optimal discriminants of signal versus background, generally limit

the e↵ectiveness of the ABCD method and the sensitivity of the analysis in question.

(See [8], however, for a proposal for extending the ABCD method using higher-order

information when the features are not independent.)

In this paper, we will explore the systematic application of deep learning to the

ABCD method. Deep learning has already demonstrated impressive success in finding

observables that are e↵ective at discrimination [9–63] and that are uncorrelated with

other observables [64–79]. Building on previous success, we will aim to use deep learn-

ing to automate the selection of features used in the ABCD method, simultaneously

optimizing their discrimination power while ensuring their independence.

The main tool we will use in automating the ABCD method will be a recently pro-

posed method for training decorrelated deep neural networks [71]. This method uses

a well-known statistical measure of non-linear dependence known as Distance Correla-

tion (DisCo) [80–83]. DisCo is a function of two random variables (or samples thereof)

and is zero if and only if the variables are statistically independent, otherwise it is

positive. Therefore it can be added as a regularization term in the loss function of a

neural network to encourage the neural network output to be decorrelated against any

other feature. In [71] it was shown that DisCo decorrelation achieves state-of-the-art

decorrelation performance while being easier and more stable to train than approaches

– 3 –

1 Introduction

A key component of high energy physics data analysis, whether for Standard Model

(SM) measurements or searches beyond the SM, is background estimation. While

powerful simulations and first-principles calculations exist and are constantly improv-

ing, they still remain inadequate for the task of precisely estimating backgrounds in

many situations. For example, events with a large number of hadronic jets have high-

multiplicity SM backgrounds whose cross sections are di�cult to estimate. Therefore

methods for data-driven background estimation remain a crucial part of the experi-

mental toolkit. The idea behind all data-driven background estimation strategies is to

extrapolate or interpolate from some control regions which are background dominated

into a signal region of interest.

One classic (see e.g. Ref. [1]) data-driven background method which is used in a

multitude [2–6] of physics analyses at the Large Hadron Collider (LHC) and elsewhere

is the ABCD method. The idea of the ABCD method is to pick two observables f

and g (for example, the invariant mass of a dijet system and the rapidity of that

system) which are approximately statistically independent for the background, and

which are e↵ective discriminators of signal versus background. Simple thresholds on

these observables partition events into four regions. Three of these regions, called B,

C and D, are background dominated. The fourth, A, is the signal region. If the

observables are independent then the background in the signal region can be predicted

from the other three regions via:

NA =
NBNC

ND
, (1.1)

where Ni is the number of events in region i. This setup is depicted schematically for

signal and background distributions in Fig. 1.

Typically, the observables f and g for the ABCD method are chosen to be simple,

physically well-motivated features such as mass, HT , missing ET , etc. Their indepen-

dence is always ensured manually, e.g. by choosing features that are known physically to

have little correlation or by trial-and-error.1 In some cases, independence can be guar-

anteed by using completely orthogonal sources of information, such as measurements

from di↵erent sub-detectors or properties of independently produced particles. How-

ever, more often than not, the features are not 100% independent and one has to apply

a residual correction derived from simulations. Ideally, this simulation correction has

1There are examples where f or g are chosen automatically, as is the case when one of them is a
neural network (see e.g. Ref. [7]). However, such analyses do not have an automated procedure for
ensuring that f and g are independent and the departure from Eq. (1.1) can be significant.

– 2 –

correction is useful when N is low, but for su�ciently large training datasets with large

enough batches, the correlation has little impact on the results.

For the Double Disco ABCD method, we use the loss function

L[f, g] = Lclassifier[f(X), y] + Lclassifier[g(X), y] + � dCorr2y=0[f(X), g(X)], (3.2)

where now f and g are two neural networks that are trained simultaneously. When � =

0, the loss will be minimized when f = g is the optimal classifier (up to degeneracies).

When � ! 1, f and g will be forced to be independent even if one or both of them

does not classify well at all. In practice, if � is taken too large, the DisCo term will tend

to overwhelm the training and poor classification performance will result. Thus there

should be an optimal � at some finite value which we can be determined by scanning

over �.

4 Applications

This section explores the e�cacy of Single and Double DisCo in some applications of

the ABCD method.

4.1 Simple Example: Three-Dimensional Gaussian Random Variables

We begin with a simple example to build some intuition and validate our methods.

Consider a three-dimensional space (X0, X1, X2), where the signal and background are

both multivariate Gaussian distributions. We choose the means ~µ and a covariance

matrix ⌃ for background and signal as

~µb = (0, 0, 0), ⌃b = �
2
b

0

@
1 ⇢b 0

⇢b 1 0

0 0 1

1

A , �b = 1.5, ⇢b = �0.8 , (4.1)

and

~µs = (2.5, 2.5, 2), ⌃s = �
2
s

0

@
1 0 0

0 1 0

0 0 1

1

A , �s = 1.5 . (4.2)

So for the background, all three features are centered at the origin and features X0

and X1 are correlated with each other but independent of X2. For the signal, all three

features are independent but are centered away from the origin. The first feature X0

will play the role of the known feature for Single DisCo in Sec. 3.

All of the neural networks presented in this section use three hidden layers with

128 nodes per layer. The rectified linear unit (ReLU) activation function is used for

– 10 –
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Figure 3. The architecture of (a) Particle Transformer (b) Particle Attention Block (c) Class Attention Block.

of particles, in a shape (N, N,C 0). The particle and inter-
action inputs are each followed by an MLP to project them
to a d- and d0-dimensional embedding, x0

2 RN⇥d and
U 2 RN⇥N⇥d0

, respectively. Unlike Transformers for NLP
and vision, we do not add any ad-hoc positional encodings,
as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix U is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same U is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architecture
is designed to be able to process any kinds of pairwise in-

teraction features, for this paper we only consider a specific
scenario in which the interaction features are derived from
the energy-momentum 4-vector, p = (E, px, py, pz), of
each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging
task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

� =
p

(ya � yb)2 + (�a � �b)2,

kT = min(pT,a, pT,b)�,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2

� kpa + pbk
2,

(3)

where yi is the rapidity, �i is the azimuthal angle, pT,i =
(p2x,i + p2y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and k · k is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln �, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The

Particle Transformer for Jet Tagging

Table 5. Comparison between ParT and existing models on the
top quark tagging dataset. ParT refers to the model trained from
scratch on this dataset. ParticleNet-f.t. and ParT-f.t. denote the
corresponding models pre-trained on JETCLASS and fine-tuned
on this dataset. Results for other models are quoted from their
published results: P-CNN and ParticleNet (Qu & Gouskos, 2020),
PFN (Komiske et al., 2019b), JEDI-net (Moreno et al., 2020), PCT
(Mikuni & Canelli, 2021), LGN (Bogatskiy et al., 2020), rPCN
(Shimmin, 2021), and LorentzNet (Gong et al., 2022).

Accuracy AUC Rej50% Rej30%
P-CNN 0.930 0.9803 201 ± 4 759 ± 24
PFN — 0.9819 247 ± 3 888 ± 17
ParticleNet 0.940 0.9858 397 ± 7 1615 ± 93
JEDI-net (w/

P
O) 0.930 0.9807 — 774.6

PCT 0.940 0.9855 392 ± 7 1533 ± 101
LGN 0.929 0.964 — 435 ± 95
rPCN — 0.9845 364 ± 9 1642 ± 93
LorentzNet 0.942 0.9868 498 ± 18 2195 ± 173
ParT 0.940 0.9858 413 ± 16 1602 ± 81
ParticleNet-f.t. 0.942 0.9866 487 ± 9 1771 ± 80
ParT-f.t. 0.944 0.9877 691 ± 15 2766 ± 130

the JETCLASS dataset. In the “full” scenario, we consider
all particle types and further distinguish electrically charged
(and neural) hadrons into more types, such as pions, kaons,
and protons. We perform the pre-training on JETCLASS
using only kinematic and particle identification inputs un-
der the “exp” scenario. For the fine-tuning, we then carry
out experiments in both scenarios. The construction of the
input features is described in Table 2. The pre-training and
fine-tuning setup is the same as in the top quark tagging
benchmark, and the fine-tuning also lasts for 20 epochs.
Results are summarized in Table 6. The pre-trained ParT
achieves the best performance and improves existing base-
lines by a large margin in both scenarios.

6. Discussion and Conclusion
Large-scale datasets have always been a catalyst for new
breakthroughs in deep learning. In this work, we present
JETCLASS, a new large-scale open dataset to advance deep
learning research in particle physics. The dataset consists
of 100 M simulated jets, about two orders of magnitude
larger than existing public jet datasets, and covers a broad
spectrum of 10 classes of jets in total, including several
novel types that have not been studied with deep learning
so far. While we focus on investigating a classification
task, i.e., jet tagging, with this dataset, we highlight that
this dataset can serve as the basis for many important deep
learning researches in particle physics, e.g., unsupervised or
self-supervised training techniques for particle physics (e.g.,
Dillon et al. (2021)), generative models for high-fidelity fast
simulation of particle collisions (e.g., Kansal et al. (2021a)),
regression models to predict jet energy and momentum with
higher precision (e.g., CMS Collaboration (2020a)), and
more. We invite the community to explore and experiment

Table 6. Comparison between ParT and existing models on the
quark-gluon tagging dataset. ParT refers to the model trained from
scratch on this dataset. ParticleNet-f.t. and ParT-f.t. denote the
corresponding models pre-trained on JETCLASS and fine-tuned on
this dataset. Results for other models are quoted from their pub-
lished results: P-CNN and ParticleNet (Qu & Gouskos, 2020), PFN
(Komiske et al., 2019b), ABCNet (Mikuni & Canelli, 2020), PCT
(Mikuni & Canelli, 2021), rPCN (Shimmin, 2021), and LorentzNet
(Gong et al., 2022). The subscript “exp” and “full” distinguish
models using partial or full particle identification information.

Accuracy AUC Rej50% Rej30%
P-CNNexp 0.827 0.9002 34.7 91.0
PFNexp — 0.9005 34.7 ± 0.4 —
ParticleNetexp 0.840 0.9116 39.8 ± 0.2 98.6 ± 1.3
rPCNexp — 0.9081 38.6 ± 0.5 —
ParTexp 0.840 0.9121 41.3 ± 0.3 101.2 ± 1.1
ParticleNet-f.t.exp 0.839 0.9115 40.1 ± 0.2 100.3 ± 1.0
ParT-f.t.exp 0.843 0.9151 42.4 ± 0.2 107.9 ± 0.5

PFNfull — 0.9052 37.4 ± 0.7 —
ABCNetfull 0.840 0.9126 42.6 ± 0.4 118.4 ± 1.5
PCTfull 0.841 0.9140 43.2 ± 0.7 118.0 ± 2.2
LorentzNetfull 0.844 0.9156 42.4 ± 0.4 110.2 ± 1.3
ParTfull 0.849 0.9203 47.9 ± 0.5 129.5 ± 0.9
ParT-f.t.full 0.852 0.9230 50.6 ± 0.2 138.7 ± 1.3

with this dataset and extend the boundary of deep learning
and particle physics even further.

With this large dataset, we introduce Particle Transformer
(ParT), a new architecture that substantially improves jet
tagging performance over previous state-of-the-art. We pro-
pose it as a new jet tagging baseline for future research
to improve upon. The effectiveness of ParT arises mainly
from the augmented self-attention, in which we incorpo-
rate physics-inspired pairwise interactions together with the
machine-learned dot-product attention. This approach is
likely to be effective for other tasks on similar datasets, such
as point clouds or many-body systems, especially when
prior knowledge is available to describe the interaction or
the geometry. On the other hand, one limitation of using the
full pairwise interaction matrix is the increase in computa-
tional time and memory consumption. Novel approaches for
particle (point) embeddings and self-attentions that alleviate
the computational cost (e.g., Zhou et al. (2021); Kitaev et al.
(2020)) could be an interesting direction for future research.
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Table 3. Impacts of the training dataset size. Entries in bold correspond to the training using the full 100 M training dataset.

All classes H ! bb̄ H ! cc̄ H ! gg H ! 4q H ! `⌫qq0 t ! bqq0 t ! b`⌫ W ! qq0 Z ! qq̄
Accuracy AUC Rej50% Rej50% Rej50% Rej50% Rej99% Rej50% Rej99.5% Rej50% Rej50%

ParticleNet (2 M) 0.828 0.9820 5540 1681 90 662 1654 4049 4673 260 215
ParticleNet (10 M) 0.837 0.9837 5848 2070 96 770 2350 5495 6803 307 253
ParticleNet (100 M) 0.844 0.9849 7634 2475 104 954 3339 10526 11173 347 283

ParT (2 M) 0.836 0.9834 5587 1982 93 761 1609 6061 4474 307 236
ParT (10 M) 0.850 0.9860 8734 3040 110 1274 3257 12579 8969 431 324
ParT (100 M) 0.861 0.9877 10638 4149 123 1864 5479 32787 15873 543 402

Table 4. Number of trainable parameters and FLOPs.

Accuracy # params FLOPs

PFN 0.772 86.1 k 4.62 M
P-CNN 0.809 354 k 15.5 M
ParticleNet 0.844 370 k 540 M
ParT 0.861 2.14 M 340 M

ParT (plain) 0.849 2.13 M 260 M

Impacts of the training dataset size. To evaluate the im-
pacts of the training dataset size on the jet tagging perfor-
mance, we perform additional trainings using only 2% and
10% of the JETCLASS dataset. For the former, the training
is performed for only 100 k iterations, as it is already con-
verged by then. For the latter, the training still lasts for 1 M
iterations, although very little gain is observed compared
to the training with only 100 k iterations. No overfitting is
found in either case. The results are summarized in Table 3.
For the ParticleNet model, a drop of 0.7% in accuracy is
observed when the training dataset size is reduced to 10 M,
and the drop in accuracy increases to 1.6% when only 2 M
jets are used in the training. For the ParT model, the impact
is even larger, the degradation in accuracy becomes 1.1%
and 2.5% when the training dataset is reduced to 10% and
2%, respectively.

Model complexity. Table 4 compares the model complexity
of ParT with the baselines. While the number of trainable
parameters is increased by more than 5⇥ compared to Par-
ticleNet, the number of floating point operations (FLOPs)
is actually 40% lower. We also observe that the FLOPs
of ParT are 30% higher than ParT (plain), which mostly
comes from the encoding of the pairwise features, because
the computational cost there scales quadratically with the
number of particles in a jet.

5.2. Fine-Tuning for Other Datasets

Top quark tagging dataset. The top quark tagging bench-
mark (Butter et al., 2019) provides a dataset of 2 M
(1.2/0.4/0.4 M for train/validation/test) jets in two classes,
t ! bqq0 (signal) and q/g (background). Only kinematic
features, i.e., the energy-momentum 4-vectors, are provided.
Therefore, we pre-train a ParT model on the JETCLASS
dataset using only the kinematic features, and then fine-

tune it on the top quark tagging dataset. The particle input
features are the 7 kinematic features listed in Table 2, the
same as used by ParticleNet. The JETCLASS pre-training
follows the same setup as described in Section 5.1. For the
fine-tuning, we replace the last MLP with a new randomly-
initialized MLP with 2 output nodes, and then fine-tune all
the weights on the top tagging dataset for 20 epochs. A
smaller LR of 0.0001 is used for the pre-trained weights,
while a larger LR of 0.005 is used to update the randomly-
initialized weights of the MLP. The LR remains constant
across the full training, with a weight decay of 0.01. We run
a total of 9 experiments, starting from the same pre-trained
model but different random initializations of the replaced
MLP, and report the performance of the model with median
accuracy and the spread across the 9 trainings, following
the procedure used by ParticleNet. For comparison, we also
train ParT from scratch on this dataset for 20 epochs, using
a start LR of 0.001, a schedule that decays the LR to 1%
in the last 30% of the epochs, and a weight decay of 0.01.
Both results are presented in Table 5. The pre-trained ParT
achieves a significant improvement over the existing base-
lines, increasing Rej30% by 70% compared to ParticleNet,
and by 26% compared to the best-performing model on this
dataset, LorentzNet. On the other hand, the ParT model
trained from scratch only reaches similar performance as
ParticleNet. We also investigate a similar pre-training and
fine-tuning procedure using the ParticleNet model, but only
a small improvement is observed compared to the training
from scratch, due to the limited capacity of the ParticleNet
model.

Quark-gluon tagging dataset. We also benchmark ParT
on the quark-gluon tagging dataset (Komiske et al., 2019a)
proposed in Komiske et al. (2019b), the target of which
is to separate jets initiated by quarks (signal) from those
by gluons (background). This dataset also consists of 2 M
jets, with a recommended train/validation/test splitting of
1.6/0.2/0.2 M. It provides not only the kinematic features,
but also particle identification information. We consider two
scenarios in the usage of the particle identification informa-
tion. In the “exp” scenario, we restrict the information to
only 5 classes and do not attempt to separate electrically
charged (and neural) hadrons of different types, which is the
procedure adopted by ParticleNet, and also prescribed by

(plain: standard multi-head-attention vs particle-
multi-head-attention)
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Table 3. Impacts of the training dataset size. Entries in bold correspond to the training using the full 100 M training dataset.

All classes H ! bb̄ H ! cc̄ H ! gg H ! 4q H ! `⌫qq0 t ! bqq0 t ! b`⌫ W ! qq0 Z ! qq̄
Accuracy AUC Rej50% Rej50% Rej50% Rej50% Rej99% Rej50% Rej99.5% Rej50% Rej50%

ParticleNet (2 M) 0.828 0.9820 5540 1681 90 662 1654 4049 4673 260 215
ParticleNet (10 M) 0.837 0.9837 5848 2070 96 770 2350 5495 6803 307 253
ParticleNet (100 M) 0.844 0.9849 7634 2475 104 954 3339 10526 11173 347 283

ParT (2 M) 0.836 0.9834 5587 1982 93 761 1609 6061 4474 307 236
ParT (10 M) 0.850 0.9860 8734 3040 110 1274 3257 12579 8969 431 324
ParT (100 M) 0.861 0.9877 10638 4149 123 1864 5479 32787 15873 543 402

Table 4. Number of trainable parameters and FLOPs.

Accuracy # params FLOPs

PFN 0.772 86.1 k 4.62 M
P-CNN 0.809 354 k 15.5 M
ParticleNet 0.844 370 k 540 M
ParT 0.861 2.14 M 340 M

ParT (plain) 0.849 2.13 M 260 M

Impacts of the training dataset size. To evaluate the im-
pacts of the training dataset size on the jet tagging perfor-
mance, we perform additional trainings using only 2% and
10% of the JETCLASS dataset. For the former, the training
is performed for only 100 k iterations, as it is already con-
verged by then. For the latter, the training still lasts for 1 M
iterations, although very little gain is observed compared
to the training with only 100 k iterations. No overfitting is
found in either case. The results are summarized in Table 3.
For the ParticleNet model, a drop of 0.7% in accuracy is
observed when the training dataset size is reduced to 10 M,
and the drop in accuracy increases to 1.6% when only 2 M
jets are used in the training. For the ParT model, the impact
is even larger, the degradation in accuracy becomes 1.1%
and 2.5% when the training dataset is reduced to 10% and
2%, respectively.

Model complexity. Table 4 compares the model complexity
of ParT with the baselines. While the number of trainable
parameters is increased by more than 5⇥ compared to Par-
ticleNet, the number of floating point operations (FLOPs)
is actually 40% lower. We also observe that the FLOPs
of ParT are 30% higher than ParT (plain), which mostly
comes from the encoding of the pairwise features, because
the computational cost there scales quadratically with the
number of particles in a jet.

5.2. Fine-Tuning for Other Datasets

Top quark tagging dataset. The top quark tagging bench-
mark (Butter et al., 2019) provides a dataset of 2 M
(1.2/0.4/0.4 M for train/validation/test) jets in two classes,
t ! bqq0 (signal) and q/g (background). Only kinematic
features, i.e., the energy-momentum 4-vectors, are provided.
Therefore, we pre-train a ParT model on the JETCLASS
dataset using only the kinematic features, and then fine-

tune it on the top quark tagging dataset. The particle input
features are the 7 kinematic features listed in Table 2, the
same as used by ParticleNet. The JETCLASS pre-training
follows the same setup as described in Section 5.1. For the
fine-tuning, we replace the last MLP with a new randomly-
initialized MLP with 2 output nodes, and then fine-tune all
the weights on the top tagging dataset for 20 epochs. A
smaller LR of 0.0001 is used for the pre-trained weights,
while a larger LR of 0.005 is used to update the randomly-
initialized weights of the MLP. The LR remains constant
across the full training, with a weight decay of 0.01. We run
a total of 9 experiments, starting from the same pre-trained
model but different random initializations of the replaced
MLP, and report the performance of the model with median
accuracy and the spread across the 9 trainings, following
the procedure used by ParticleNet. For comparison, we also
train ParT from scratch on this dataset for 20 epochs, using
a start LR of 0.001, a schedule that decays the LR to 1%
in the last 30% of the epochs, and a weight decay of 0.01.
Both results are presented in Table 5. The pre-trained ParT
achieves a significant improvement over the existing base-
lines, increasing Rej30% by 70% compared to ParticleNet,
and by 26% compared to the best-performing model on this
dataset, LorentzNet. On the other hand, the ParT model
trained from scratch only reaches similar performance as
ParticleNet. We also investigate a similar pre-training and
fine-tuning procedure using the ParticleNet model, but only
a small improvement is observed compared to the training
from scratch, due to the limited capacity of the ParticleNet
model.

Quark-gluon tagging dataset. We also benchmark ParT
on the quark-gluon tagging dataset (Komiske et al., 2019a)
proposed in Komiske et al. (2019b), the target of which
is to separate jets initiated by quarks (signal) from those
by gluons (background). This dataset also consists of 2 M
jets, with a recommended train/validation/test splitting of
1.6/0.2/0.2 M. It provides not only the kinematic features,
but also particle identification information. We consider two
scenarios in the usage of the particle identification informa-
tion. In the “exp” scenario, we restrict the information to
only 5 classes and do not attempt to separate electrically
charged (and neural) hadrons of different types, which is the
procedure adopted by ParticleNet, and also prescribed by

(plain: standard multi-head-attention vs particle-
multi-head-attention)

20

Vaswani et al 1706.03762; Qu, Li, Qian 
2202.03772; Mikuni, Canelli 2001.05311; Gong 
et al 2201.08187 for a combination of 
transformers and attention

• In ParticleNet, data-space geometry 
defines neighbourhood in graph; 
aggregation over all neighbours


• Attention allows the network to learn  
which parts of the input are truly  
relevant


• Attention is data-hungry, 
transfer-learning helps! 
(Motivation for foundation models?)


• So far, observed trend: 
Higher physics performance comes at the 
cost of higher algorithm complexity & 
compute cost


• Is this the only way?

https://indico.cern.ch/event/1106990/contributions/5075335/


3

FIG. 1: Overview of a boosted forward feature selection algorithm

4. Step 4: Add the feature with best relevance

score to the list of known features

We select the feature with the best score and up-
date Fknown = [f1, f2, f3, .., fbest score]. Then we
proceed back to the 1st step to train a network on
the updated set of features Fknown. The procedure
is stopped when the performance metric saturates
and the final set Fknown is returned.

While the above method explicitly describes the
DisCo-Forward Feature Selection (DisCo-FFS), the pro-
tocol is general enough to accommodate also other it-
erative feature selection techniques. In appendix VA,
we outline how the DO-ADO Forward Feature Selection
(DO-ADO-FFS) by Faucett et al [7] operates.

III. APPLICATION TO TOP-TAGGING

A. Data set

We study the performance of the DisCo-Feature Selec-
tion algorithms on the top quark tagging referemce data
set [13, 14]. This data set contains boosted, hadronically-
decaying top jets as signal, and QCD (i.e. light quark
and gluon) jets as background, which are generated us-
ing Pythia8 [15], with a center-of-mass energy of 14 TeV.
Multiple interactions and pile-up are not included in this
data set. The detector simulation is done using Delphes

[16], with the ATLAS detector card. FastJet [17] is used
to create fat jets using the anti-kT algorithm [18] with
R = 0.8. Only jets in the pT range [500, 650] GeV, and
|⌘j | < 2, are considered. The data set contains only kine-
matic information, in the form energy-momentum four-
vectors, which are extracted using the Delphes energy-
flow algorithm. No additional tracking information, or
particle information, is included which allows for a fair
comparison amongst di↵erent techniques. Jets with less
than 200 constituents are padded with zero four-vectors.

The full data set contains 2 million events, with 1 mil-
lion signal events and 1 million background events. This
data is split into 1.2M events in the training set, 400k in
the validation set, and 400k in the test set, each set con-
taining equal number of signal and background events.

B. Feature Space

For top-tagging we start with Fknown =
[mJ , pT ,mW�candidate], where mJ is the mass of
the jet, pT is the transverse momentum of the jet and
mW�candidate is the mass of the W-candidate in the jet,
calculated as . . ..
We then apply feature selection algorithms to a large

set of Energy Flow Polynomials (EFPs)[8]. EFPs are
functions of energy fractions, and angular separation of
jet constituents. Each polynomial has a one to one cor-
respondence with a graph:

X

a2J

za ! (each node) (2)

✓
k=1
ab ! (each edge) (3)

A single edge graph, corresponds to k = 1, and a
multi-edge, corresponds to higher powers of k. Each
graph/polynomial is further characterized by two other
parameters (,�):

z
()
a =

0

@ pT aP
i2J

pT i

1

A


(4)

✓
(�)
ab = (�⌘

2
ab +��

2
ab)

�/2
, (5)

where pT a is the transverse momentum of ath jet con-
stituent, and the denominator in za is summed over all
jet constituents in a jet J .

Looking for optimal feature set
• Energy Flow Polyonomials (EFPs) 

form a basis of jet substructure


• Depending on order considered, 
too many (e.g 7k) to efficiently train NN 
(many features work if there is structure, 
not so much for EFPs)


• Solution: Iterative feature selection, 
again based on DisCo

Das, GK, Shih, to be published; Faucett, Thaler, 
Whiteson, 2010.11998
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FIG. 4: R30 in the y-axis, and number of parameters of the model in the x-axis. The LorentzNet[5], PaticleNet
[3], Particle Transformer Net [4] are the some of the recent taggers with very good performances. The DNN EFPs is
a DNN trained on all the 7k EFPs, and linear EFPs is a linear classifier on 1k EFPs (from [13]). The performance of
the rest of the taggers are from [13]. The 11 EFPs selected using Disco Feature Selection (Disco-FS), have a very
competitive performance given the number of parameters.

G. Physics Interpretation of the selected EFPs

Iter Feature c  � R30

1 3.0 2.0 1 -

2 3 2 1 -

3 2 0 1 -

4 3 1 0.5 -

5 3 1 1 -

6 3 2 0.5 -

TABLE II: The EFPs selected by Disco-FFS
ordered by the iteration

The selected Energy Flow Polynomials can be used to
gain physical insight for the case of top tagging. We see
that 5 of the first 6 EFPs selected are EFPs with c = 3.
A chromatic number of a graph, is the number of colours
one can put to the nodes, so that no edges are connected
by the same colour. As noted in [8] [7], a graph with
chromatic number c is a probe of deviations from (c� 1)
prong substructure. Given the 3-prong substructure of
top-decays, we see that both IRC-safe and unsafe probes
of deviations from 2-prong substructure is useful for tag-
ging. The first 2 EFPs have  = 2, and hence are an
IRC-unsafe probe of hard radiation, with the first one
being 3-point correlator, and second one being 4-point
correlator. We see that IRC-unsafe probe of deviations
from 1-prong substructure, with soft-radiation can be im-
portant as well, as the 3rd EFP has c = 2adn = 0. The
first 2 IRC-safe EFPs are selected in the 4th and 5th iter-
ation, and both probe deviations from 2-prong substruc-
ture. The 4th one is a 3-point correlator which probes
small angle radiation, whereas the 5th EFP is a 6-point

Looking for optimal feature set
• Energy Flow Polyonomials (EFPs) 

form a basis of jet substructure


• Depending on order considered, 
too many (e.g 7k) to efficiently train NN 
(many features work if there is structure, 
not so much for EFPs)


• Solution: Iterative feature selection, 
again based on DisCo


• Same top tag performance  
as simple graph network but  
only O(10) inputs; factor 50 
less parameters


• Also helps interpretability,  
calibration


• Useful for new physics searches? 

22Das, GK, Shih, to be published; Faucett, Thaler, 
Whiteson, 2010.11998



Model Independent 
Searches
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Anomaly Searches
• Orthogonal strategy to model 

specific searches:


• Discover new physics 
with making minimal assumptions


• Less sensitive to one specific model, broader coverage

ML-assisted global comparison 
• Systematically compare simulation to 

recorded data, look for differences

• Con: Rely on imperfect simulation, 

maximally background model 
dependent


• Pro: Sensitive to all types of 
anomalies


Resonant anomaly detection /  
Enhanced bump hunts 
• Estimate background in-situ from 

data

• Con: Need to make assumptions 

about signal shape

• Pro: Data-driven on background 

model

24GK et al 2101.08320; Arrested et al 2105.14027; 
CMS 2010.02984; ATLAS 1807.07447



Anomaly Searches
• Orthogonal strategy to model 

specific searches:


• Discover new physics 
with making minimal assumptions


• Less sensitive to one specific model, broader coverage

ML-assisted global comparison 
• Systematically compare simulation to 

recorded data, look for differences

• Con: Rely on imperfect simulation, 

maximally background model 
dependent


• Pro: Sensitive to all types of 
anomalies


Resonant anomaly detection /  
Enhanced bump hunts 
• Estimate background in-situ from 

data

• Con: Need to make assumptions 

about signal shape

• Pro: Data-driven on background 

model 

• Will focus on these for rest of the  
talk


• See Andrea tomorrow for an  
alternative view


25GK et al 2101.08320; Arrested et al 2105.14027; 
CMS 2010.02984; ATLAS 1807.07447

https://indico.cern.ch/event/1106990/contributions/5037074/


Resonant Anomaly Detection

÷
background
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Resonant Anomaly Detection

⑨
×?⑧

-

background
£

+ additional dimensions

( in general correlated with m)
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Resonant Anomaly Detection

n

#⑧
*

¥
m

>

look for a smell signal,
localised in M

,
and different

shape in other features

Need to find a feature 
in which signal is resonant 
and background smooth.


No assumptions in other  
features.


Further generalisation as 
open issue.
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Resonant Anomaly Detection

^

RW - Rc

¥0#Signal

>
m

E-nh.no#p-hustiUseML
to build classifier RK) so that

selecting RH -c enhances signal
fraction

No worry, will come back to HOW 
this is done is a moment
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Resonant Anomaly Detection

NRK) - Rc

* estimated
e

signal region

sideband

sideband

>
m

E-nhancedbump-I.fi Then fit
background from sidebands

, compare

to data in signal region
30



…so HOW to construct the anomaly 
score?
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Autoencoders

• Use that autoencoder approximates 
background density


• Loss = anomaly score

• Proof of concept on top tagging  

dataset

Heimel, GK, Plehn, Thompson, 1808.08979; 
Farina, Nakai, Shih, 1808.08992; ATLAS 
application: ATLAS-CONF-2022-045; … 

X’
Encoder 

fɸ(x)
Decoder 

gθ(x’)
Compressed 
representation 
Latent space

L(x) = ||x� g✓(f�(x))||2
a(x) = L(x)
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X’
Encoder 

fɸ(x)
Decoder 

gθ(x’)
Compressed 
representation 
Latent space

Autoencoders

• Upside: Powerful, conceptually 
simple, useful for trigger?


• Downside: Complexity bias

Weber MSc Thesis Hamburg 2019, Finke et 
al 2104.09051,..


L(x) = ||x� g✓(f�(x))||2
a(x) = L(x)

Only QCD for training

Only top for training
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X’
Encoder 

fɸ(x)
Decoder 

gθ(x’)
Compressed 
representation 
Latent space

Autoencoders

• Upside: Powerful, conceptually 
simple, useful for trigger?


• Downside: Complexity bias 
(Overcome e.g. by normalised auto 
encoders)

Yoon, Noh, Park 2105.05735; Dillon et al 
2206.14225

L(x) = ||x� g✓(f�(x))||2
a(x) = L(x)

Only QCD for training

Only top for training
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X’
Encoder 

fɸ(x)
Decoder 

gθ(x’)
Compressed 
representation 
Latent space

Autoencoders

• Upside: Powerful, conceptually 
simple, useful for trigger?


• Downside: Complexity bias 
(Overcome e.g. by normalised auto 
encoders) 
Ill-defined density under coordinate 
change

Lan, Dinh, 2012.03808; GK et al, 2209.06225
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(a)

(b)

FIG. 1. Histograms for a random normal variable X with
a (a) linear transform Y = 2X + 5, (b) non-linear transform
Y = e�X . The shaded regions mark where |X| > 1. Variables
that originate from low-density values of X are hatched (“/”
for X < 1 and “\” for X > 1). For the linear transforma-
tion, low-density values of X map to low-density values of Y .
For the non-linear transformation, however, the low-density
values originating from X > 1 are mapped to high-density
values of Y .

detection was recently made by the machine learning
community [81]. In the following section, we provide an
illustrative Gaussian example and then make an explicit
connection with HEP, both using the relative threshold
protocol.

IV. NUMERICAL EXAMPLES

A. Analytic Case

To clearly illustrate the ideas discussed in the previous
section, we will construct a simple example to demon-
strate a dramatic consequence of this sensitivity to co-
ordinate transformations. Let Xb ⇠ N (0, 1) represent

a set of background observables, and let Xs ⇠ N (1, 1)
represent a set of signal observables. This scenario is il-
lustrated in Fig. 2(a). A density estimation-based search
for anomalies would consist of learning the density of the
background pXb , then making a cut where the density is
low. This would designate the two tails of Xb as rare,
and a search for anomalies would then successfully pick
up the signal events Xs overlapping with the right-tail
phase space of the background.
Now, suppose that instead of the variables Xb and Xs,

we used Yb = f(Xb) and Ys = f(Xs), where f is the CDF
of a standard normal random variable. This scenario is
illustrated in Fig. 2(b). In this case, Yb (but not Ys)
would be distributed uniformly from 0 to 1. A density
estimation-based anomaly detection search would then
fail: while the signal is mapped to high values under the
transformation Ys = f(Xs), there are no anomalous (i.e.
low-density) regions of the background variable Yb that
would be identified and probed for signal.
One could imagine even less optimal transformations

that produce high background densities where there are
high signal densities and low background densities where
there are low (or zero) signal densities. One such scenario
is illustrated in Fig. 2(c) for the transformation Yb,s =
g(Xb,s) = tanh(Xb,s + 2). Anomaly detection through
density estimation would fail for such a transformation
of variables due to the background distribution aligning
closely with the signal distribution.
We also illustrate the impact of a change of coordi-

nates when popular anomaly detection algorithms are
used to identify the anomalies. We train an Autoencoder,
a Normalizing Flow, and a weakly-supervised model
based on the Classification Without Labels (CWoLa)
paradigm [2, 3, 93]. The dataset before the change of
coordinates consists of two-dimensional distributions of
background Xb ⇠ N (0, 1) and signal Xs ⇠ N (1, 1), with
each dimension independent and identically distributed.
The two-dimensional dataset is used to ensure the bottle-
neck layer of the Autoencoder is lower dimensional than
the input. The two functions used are the same ones
introduced previously: f , i.e. the CDF of a standard
normal random variable, and g(x) = tanh(x+ 2).

The Autoencoder compresses the two-dimensional
data into a one-dimensional latent space using fully-
connected layers of sizes (50, 20, 10) and ReLU activa-
tion functions before the bottleneck layer of size 1. The
decoder is simply the mirrored version of the encoder
architecture. Only background events are used during
training, and the anomaly score is then defined by the
reconstruction loss. The Normalizing Flow is built us-
ing a continuous Normalizing Flow [94] with a backbone
neural network defined by two stacked fully-connected
models with layer sizes (50, 20, 10) and tanh activa-
tion. The background-only density is estimated with
anomaly score defined as minus the probability density
of a single event. Finally, the weakly-supervised model
based on CWoLa is trained using a classifier consist-
ing of six fully-connected layers of sizes (50, 50, 20, 20,

7

rithms show di↵erences in performance based on the ini-
tial choice of coordinates. The AE and NF have a similar
performance, reinforcing the claim that the approaches
are targeting similar regions of phase space. However,
the change in performance after the coordinate transfor-
mation is more pronounced for the AE, which may have
other contributions aside from the indirect density esti-
mation.

(a)

(b)

FIG. 6. (a) Receiver Operating Characteristic (ROC) curves
for the three anomaly detection algorithms evaluated using
the LHC Olympics dataset for di↵erent choices of inputs. The
black line denotes the expected ROC curve for a random algo-
rithm. The number in parentheses represents the area under
the curve. (b) Same as (a), but instead of the background
e�ciency, the dependent variable is the Significance Improve-
ment Characteristic (SIC) defined as the signal e�ciency di-
vided by the square root of the background e�ciency.

V. CONCLUSIONS AND OUTLOOK

In this paper, we have described the sensitivity of
anomaly detection approaches to coordinate transforma-
tions. We have connected BSM hypotheses with ML
strategies in order to make explicit what is being assumed
and when coordinate transformations are potentially im-
portant. While it is not new, we have highlighted the
coordinate sensitivity of unsupervised approaches (tar-
geting ‘rare’ events). There is no optimal set of coordi-
nates a priori, but for a given signal hypothesis, some
set of coordinates will be optimal for a particular unsu-
pervised learning algorithm. This does not mean that
we should not use unsupervised algorithms – on the con-
trary, these approaches provide valuable complementar-
ity to other less-than-supervised methods. However, we
should be cautious about optimal claims, and it seems
wise to explore multiple coordinate systems when de-
termining the sensitivity. While weakly-supervised ap-
proaches are formally coordinate-independent, it could
be that in practice some set of coordinates enables more
e�cient learning. These and other practical issues are
critically important to explore as anomaly detection pro-
posals become physics results in the near future.

CODE AVAILABILITY

The code for this paper can be found at https://
github.com/ViniciusMikuni/Rareisnotuniversal.
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that

– 5 –

Metodiev, Nachman, Thaler, 1708.02949; Howe, 
Nachman 1805.02664

CWoLa

• A classifier (i.e. a neural network) trained 
to distinguish two mixed samples learns 
to distinguish the components


• But needs S/B from same underlying 
distribution (e.g uncorrelated) between  
mixed samples 1 and 2 
(does not hold in general)
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CATHODE

• 1) Train a generative model p(x|m) on auxiliary features in SB

• 2) Sample from p(x|m) in SR. Designate as pbg,est.

2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Train generative model 
here

and sample here

Hallin, Isaacson, GK, et al 2109.00546; Nachman, 
Shih 2001.04990; Raine et al 2203.09470
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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• 1) Train a generative model p(x|m) on auxiliary features in SB

• 2) Sample from p(x|m) in SR. Designate as pbg,est.

• 3) Train binary classifer between pdata and pbg,est.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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• 1) Train a generative model p(x|m) on auxiliary features in SB

• 2) Sample from p(x|m) in SR. Designate as pbg,est.

• 3) Train binary classifer between pdata and pbg,est.


• 4) Evaluate score, use in enhanced bump hunt
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FIG. 6. Background rejection (left) and significance improvement (right) of the various anomaly classifiers as a function of
the signal e�ciency. The solid lines are deduced from a median value of 10 fully independent trainings on the same training,
validation and evaluation set. The uncertainty bands quantify the variance from retraining the NNs on the same, fixed dataset
and are defined such that they contain 68% of the runs around the median.

FIG. 7. Left: Median maximum significance improvement of each method with 10 di↵erent signal injections (leading to a
di↵erent split of training, validation and evaluation sets in each run) at each decreasing value of signal/background ratios.
Here, the 68% hatched uncertainty bands quantify the variance (around the median) from both retrainings of the NN and

random realizations of the training and validation data, including di↵erent realizations of the 1,000 injected signal events.
Right: Achieved maximum significance, which is computed by multiplying the uncut significance by the maximum significance
improvement. Both plots feature the significance without any cut applied in the upper horizontal axis. The dotted lines on the
right hand side denote 3 and 5 � significance values.

• Both Cathode and Anode need to learn the
smoothly varying background. However, Anode
must also learn the sharply peaked distributions in
x where the signal is localized (the “inner” den-
sity estimator trained on the SR). This results in
a degradation of the Anode anomaly detection
method and worse performance than Cathode and
CWoLa Hunting.

• As for how Cathode is able to outperform CWoLa
Hunting, there are two reasons. Firstly, there is a
correlation at the percent level between the cho-

sen features in x within the original LHCO R&D
dataset with the search variable (mJJ). Since
CWoLa Hunting is very sensitive to correlations,
this small correlation is su�cient to degrade the
performance compared to that of Cathode. De-
tails of the correlation study can be found in
Sec. IVC. Secondly, CWoLa Hunting is limited to
only using the events within the sidebands to train
the classifier (approximately 65,000 events), while
Cathode is able to oversample events from the
background model (here 200,000 events are used).
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FIG. 2. Flow chart describing the di↵erent steps of the proposed LaCathode method. First, one maps the data in the SR
(denoted by the vertical gray band) to the latent space (I), and trains a classifier R(z) to distinguish data from the background
which follows the normal distribution (II). Then one maps all the data (in both SR and SB) to the latent space (III) and passes
this through R(z), selecting only those events above some threshold R(z) > Rc (IV). Finally, one plots the m distribution of
the surviving events, and looks for a bump in the SR that would signify the presence of new physics (V).

FIG. 3. Uniform distribution of m, with signal region indi-
cated in the darker band.

The features x will be sampled from N (µ = c⇥m,� =
1)2. The parameter c controls the amount of correlation
between x and m. We will consider c 2 {0.001, 0.1}.

We generate two such sets, one “data”, one “sample”.
Of the 1 million events generated in each set, half are re-
served for training, 1/6 for validation, and the remaining
events are used to evaluate the trained classifier.

A binary classifier is trained in the SR to distinguish
“data” from “samples” in x space.4 We find the cut

4The classifier is implemented using Keras [15] with a Tensor-

values R(x) > Rc that keep only the 1% most anomalous
events in the SR.
Although only trained in the SR, data on the entire

interval m 2 [�10, 10] are passed through the classifier
and subject to the cut R(x) > Rc. If the classifier is not
sculpting, it should return an m distribution that looks
uniform.
However, in the correlated case this is not necessar-

ily what happens. Shown in the right column of Fig. 4
are the m distributions after cuts on the classifier, for
di↵erent values of the correlation c and for three inde-
pendently trained classifiers on the same toy dataset. If
the correlation is very small (c = 0.001), no sculpting
is seen. Meanwhile, if the correlation is su�ciently large
(c = 0.1), we see a severe sculpting in m. In this case, the
x distributions in the SB can be OOD relative to those
in the SR, as seen in the left column of Fig. 4. This can
lead to unpredictable e↵ects on the m distribution after
a cut on R(x) > Rc.
Next we turn to the latent space, which will be an il-

lustration of the LaCathode concept using this analytic
toy model. Here we assume a perfect normalizing flow,

Flow [16] backend. It has three hidden layers with 64 nodes each
and uses the optimizer Adam [17] with a learning rate of 10�3.
Binary cross entropy is used for the loss function. It is trained for
50 epochs with a batch size of 128. The predictions of the 5 epochs
with the lowest validation loss are ensembled to form an average
prediction.
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FIG. 2. Flow chart describing the di↵erent steps of the proposed LaCathode method. First, one maps the data in the SR
(denoted by the vertical gray band) to the latent space (I), and trains a classifier R(z) to distinguish data from the background
which follows the normal distribution (II). Then one maps all the data (in both SR and SB) to the latent space (III) and passes
this through R(z), selecting only those events above some threshold R(z) > Rc (IV). Finally, one plots the m distribution of
the surviving events, and looks for a bump in the SR that would signify the presence of new physics (V).

FIG. 3. Uniform distribution of m, with signal region indi-
cated in the darker band.

The features x will be sampled from N (µ = c⇥m,� =
1)2. The parameter c controls the amount of correlation
between x and m. We will consider c 2 {0.001, 0.1}.

We generate two such sets, one “data”, one “sample”.
Of the 1 million events generated in each set, half are re-
served for training, 1/6 for validation, and the remaining
events are used to evaluate the trained classifier.

A binary classifier is trained in the SR to distinguish
“data” from “samples” in x space.4 We find the cut

4The classifier is implemented using Keras [15] with a Tensor-

values R(x) > Rc that keep only the 1% most anomalous
events in the SR.
Although only trained in the SR, data on the entire

interval m 2 [�10, 10] are passed through the classifier
and subject to the cut R(x) > Rc. If the classifier is not
sculpting, it should return an m distribution that looks
uniform.
However, in the correlated case this is not necessar-

ily what happens. Shown in the right column of Fig. 4
are the m distributions after cuts on the classifier, for
di↵erent values of the correlation c and for three inde-
pendently trained classifiers on the same toy dataset. If
the correlation is very small (c = 0.001), no sculpting
is seen. Meanwhile, if the correlation is su�ciently large
(c = 0.1), we see a severe sculpting in m. In this case, the
x distributions in the SB can be OOD relative to those
in the SR, as seen in the left column of Fig. 4. This can
lead to unpredictable e↵ects on the m distribution after
a cut on R(x) > Rc.
Next we turn to the latent space, which will be an il-

lustration of the LaCathode concept using this analytic
toy model. Here we assume a perfect normalizing flow,

Flow [16] backend. It has three hidden layers with 64 nodes each
and uses the optimizer Adam [17] with a learning rate of 10�3.
Binary cross entropy is used for the loss function. It is trained for
50 epochs with a batch size of 128. The predictions of the 5 epochs
with the lowest validation loss are ensembled to form an average
prediction.
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• Machine learning aids new physics searches by improving existing  
approaches and opening up new techniques


• Convergence of architectures - share foundation models?


• Understanding and dealing with correlations


• Generative models as in-situ background estimators


• Rapid pace of innovation, still no end in sight

Closing

Thank you!
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Emphemeral Learning
• CMS/ATLAS triggers:


• Only able to store a subset (<1 in 10.000) of events


• Possible (wild) alternative: 


• Train a generative model online during data taking

SciPost Physics Submission

1 Introduction

The ATLAS and CMS experiments at the Large Hadron Collider (LHC) produce data rates
around 40 terabytes per second and per experiment [1,2], a number that will increase further
for the high-luminosity upgrades [3, 4]. These rates are far too large to record all events, so
these experiments use triggers to quickly select potentially interesting collisions, while discard-
ing the rest [5–8]. The first two trigger stages are a hardware-based low-level trigger, selecting
events with µs-level latency, and a software-based high-level trigger with 100 ms-level latency.
After these two trigger stages, some interesting event classes, such as events with one highly-
energetic jet, still have too high rates to be stored. They are recorded using prescale factors,
essentially a random selection of events to be saved. An additional strategy to exploit events
which cannot be triggered on systematically is data scouting, or trigger-level analysis [9–12].
Through fast online algorithms, parts of the reconstruction are performed at trigger level, and
significantly smaller, reconstructed physics objects are stored instead of the entire raw event.
This physics-inspired compression increases the number of available events dramatically, with
the caveat that the raw events will not be available for offline analyses.

Using machine learning (ML) to increase the trigger efficiency is a long-established idea [13],
and simple neural networks for jet tagging have been used, for example, in the CMS high-
level trigger [14]. The advent of ML-compatible field-programmable gate arrays (FPGAs) has
opened new possibilities for employing such classification networks even at the low-level trig-
ger [15–21]. ML-inference on FPGAs is making rapid progress, but the training of e.g. graph-
based networks on such devices is still an active area of research. At the same time, the
available resources limit the size and therefor complexity of possible ML models.
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Figure 1: Illustration of data compression at the LHC. Most analyses are performed
offline, based on entire events and lossless compression (left). Data scouting employs
lossy compression per event (center). Our method compresses an entire data set by
learning a generative model for events x in terms of network parameters ✓ (right).

We propose a new strategy, complementary to current trigger strategies and related meth-
ods, where instead of saving individual events, an online-trained generative ML-model learns
the underlying structure of the data. The advantage of our strategy, illustrated in Fig. 1, is its
fixed memory and storage footprint. While in a traditional trigger setup more events always
require more storage, the size of the generative model is determined by the number of param-
eters. Additional data increases the accuracy of these parameters at fixed memory size, until
the capacity of the model is reached. In practice, we envision an online generative model to
augment data taking at the HLT level† and act as a scouting tool in regions currently swamped
by background. However, a sufficiently optimized version of this approach could transform

†as training (as opposed to inference) models on FPGA hardware deployed at earlier trigger stages is currently
not possible

2

• Fixed size, independent of training data amount


• Radically different format from usual way of storing data, but 
might open up new approaches
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Measurement

HL Trigger

ONLINEFLOW generate  
synthetic 
events

Analysis

save
few 

 events

Analysis

Update

Online Offline

LVL1 Trigger

Figure 2: Illustration of the proposed workflow. First, we train a generative model on
all incoming events (online). Then, we use the trained model to generate data and
analyze the generated data for signs of new physics (offline). If necessary, we adjust
the trigger to take new data accordingly (online) and analyze that data (offline).

While our idea is not tied to specific generative models, normalizing flows (NF) [28–31]
are especially well suited due to their stable training. This allows us to train our ONLINEFLOW

without stopping criterion, a property well suited for training online. Furthermore, NFs have
been shown to precisely learn complex distributions in particle physics [32–42]. The statistical
benefits of using generative models are discussed in Ref. [43], for a discussion of training-
related uncertainties using Bayesian normalizing flows see Refs. [44,45].

The properties of online training, specifically seeing every event independently and only
once, are in tension with training generative models. Such models perform best when they
have the option to look at data points more than once. Additionally, processing several events
at the same time should allow the model to train significantly faster through the use of GPU-
based parallelization and stochastic gradient descent. This is why we follow a hybrid approach:
incoming events are collected in a buffer with size Nbuff. Once this buffer is full, it is passed
to the network, which processes the information in batches of size Nbatch. This process is
iterated over Niter times. After this, the buffer is discarded and replaced by the next buffer. We
visualize this scheme in Fig. 3. In addition to aiding the network training, this hybrid training
also decouples the network training rate from the data rate, as we can continuously adapt Niter
to ensure the network is done with the current buffer by the time the next is filled. Additional
technical details, including the estimation of uncertainties, of our approach are discussed in
the context of the examples presented below.

3 Parametric example

We first illustrate our strategy for a 1-dimensional parametric example. While in practice it
would be straightforward to store at least a histogram for any given 1-dimensional observ-
able, this scenario still allows us to explore how generative training and subsequent statistical
analysis approaches need to be modified for the ephemeral learning task.

4

Schematic of proposed 
approach.


Focus on HLT, more 
technical challenges 
for use in hardware

Trigger.


Main problem:

How to make training 
work if each event is  
only available for short 
time?
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Proof of concept
Use LHCO dataset,  

train on high-level 
features on a mixture of

background (99%) and 


signal (1%).
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Figure 8: Observables for the LHCO data set, as listed in Eq.(9). We show the original
training data, with 1% signal contamination, and the data generated by the flow. The
signal region in mj j is indicated by dotted lines.

particles, which in turn decay into quarks,

W 0 ! X (! qq)Y (! qq) . (8)

The respective particle masses are mW 0 = 3.5 TeV, mX = 500 GeV, and mY = 100 GeV. All
events are generated using PYTHIA8 [58] and DELPHES3.4.1 [59–61]. The jets are clustered
using FASTJET [62]with the anti-kT algorithm [63] using R= 1. Finally, all events are required
to have at least one jet with pT > 1.2 TeV.

While this dataset features high mass resonances that are not perfectly in line with the
intended application range of ONLINEFLOW, we feel that the proven and well known nature of
the LHCO data, as well as its availability make up for this shortcoming.

The same input format used for the anomaly detection [32, 40, 64] is also used for the
ONLINEFLOW. Specifically, there are five input features, the dijet mass, the mass of the leading
jet, the mass difference between the leading and sub-leading jets, and the two n-subjettiness
ratios [65,66],

¶
mj j , m1, m2 �m1,⌧(1)21 ,⌧(2)21

©
. (9)

All observables except for mj j are subjet observables and at most weakly correlated with mj j .
We show distributions of all observables in Fig. 8, for the training data and the ONLINEFLOW

output. We also show a 10-fold enhanced signal, relative to the 1% signal rate we will use for
our actual analysis, to illustrate the narrow kinematic patterns of the W 0 resonance.

The LHCO version of the ONLINEFLOW network is slightly modified compared to the para-
metric setup to accommodate a 10-dimensional input. These comprise five features and five
additional noise dimensions, the additional noise was found to increase the performance, al-
though no systematic scan over this hyperparameter was performed. The number of MADE
blocks is now 10, and the number of nodes in the fully connected layers is quadrupled to 128.

10
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Figure 9: ROC (left) and significance improvement (right) for the CWoLa benchmark
approach, based on a decreasing amount of data, compared with the ONLINEFLOW.
The signal fraction is 1%. Vertical order of the Data lines corresponds to their order
in the legend.

merit, namely the ROC curve and the signal improvement ✏S/
p
✏B, are shown in Fig. 9. For

the standard CWoLa approach, trained on the LHCO data, the smaller training samples cor-
respond to prescale factors of 2, 5, 10, and 20. The shaded regions indicate the one-sigma
range from repeating the CWoLa analysis ten times. We see that, for instance for a constant
signal efficiency, the background rejection drops increasingly rapidly for smaller training sam-
ples. This illustrates how larger prescale factors seriously inhibit the reach of searches for new
physics in non-trivial kinematic regions.

To determine the power of the ONLINEFLOW we then train the CWoLa network on 500k
events generated from the ONLINEFLOW, with an additional 62500 ONLINEFLOW events serv-
ing as the validation set. This mirrors the split into training-validation-test data of the LHCO
data. In both panels of Fig. 9 we can now compare the ONLINEFLOW results to the differ-
ent prescalings and find that it performs similarly to 10% of the training data. In a setting
where one has to work with a trigger fraction of less then 10%, one could benefit from the
ONLINEFLOW setup.

While the CWoLa results show that the ONLINEFLOW does not only encode features repre-
sented in the input variables, but also describes correlations directly, it remains to be shown
that its performance is stable when we decouple the main features more and more from the
input variables. This happens when we train the generative networks on low-level event rep-
resentation, challenging the network both in expressivity and reliability. In line with the con-
clusions from Fig. 6 this might, for instance, require a larger network and adjustments to the
building blocks of the normalizing flow and the bijectional training.

5 Conclusions

Data rates of modern particle colliders are a serious challenge for analysis pipelines. In terms
of data compression, triggered offline analyses use lossless data recording per event, but at the
price of a huge loss in deciding which event should be recorded. Trigger-level analyses accept
losses in the individual event information, to be able to analyze significantly more events. Our
strategy is inspired by the statistical nature of LHC measurements and aims at analyzing as
many events as possible, but accepting a potential loss of information on the event sample level.

12

Train classifier to 
distinguish a signal 

region and sideband 
(CWoLA appaorach)


Compare procedure  
directly carried out on  

data with output of 
flow.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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Types of anomalies
• Outliers/Point anomalies: Datapoints far away 

from regular distribution


• Examples:


• Detector malfunctions


• Background-free search 
 

• Group anomlies: Individual examples not 
interesting,  
but signal is an overdensity with respect to 
background


• Examples:


• Resonance searches


• Transient signals in time series
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Assumptions

Rarity: Pr(anomaly) ≪ Pr(normal) 
Overlap:  
max 𝑥 𝑝(𝑥|anomaly)/𝑝 (𝑥|normal) < ∞ 
Resonance: Pr(|𝑚 −𝑚0| > 𝛿|anomaly) ≈ 0 for 
some feature 𝑚 (often a mass) and fixed 𝑚0, 
𝛿 
Smoothness: 𝑝 (𝑥|𝑚, normal) varies slowly 
with 𝑚 so that one can use data with  
|𝑚 − 𝑚0| > 𝛿 to estimate 𝑝(𝑥|𝑚,normal) for 
|𝑚 −𝑚0| < 𝛿 
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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• Encourage development and comparison of model-
agnostic search strategies 


• Focus on group anomalies, data-driven searches

• Use for a convenient overview of space of techniques

• Complementary to 2105.14027 

• Provide a complete package, balance details vs 
accessiblity 

• Datasets:

• One R&D dataset for algorithm development

• Three black box datasets (BB1-BB3)


• Unblinded over time 

• Timeline:

• Spring 2019: Release R&D dataset (link)

• Autumn 2019: Release BB datasets (link)

• January 2020: Winter Olympics as part  

of ML4Jets, unblinding of BB1 (link)

• July 2020: (Virtual) Summer Olympics, unblinding of 

BB2 and BB3 (link)

• LHC Olympics paper (https://arxiv.org/abs/

2101.08320) public

https://lhco2020.github.io/homepage/

Introducing: LHC Olympics
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https://zenodo.org/record/6466204#.YoydSpNBxqs
https://zenodo.org/record/4536624#.Yoz_7pNBz0o
https://indico.cern.ch/event/809820/sessions/329216/#20200116
https://indico.desy.de/event/25341/
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Figure 1. Feynman diagram for signals of R&D dataset and Black Box 1.

Setting R&D BB1 BB3

Tune:pp 14 3 10

PDF:pSet 13 12 5

TimeShower:alphaSvalue 0.1365 0.118 0.16

SpaceShower:alphaSvalue 0.1365 0.118 0.16

TimeShower:renormMultFac 1 0.5 2

SpaceShower:renormMultFac 1 0.5 2

TimeShower:factorMultFac 1 1.5 0.5

SpaceShower:factorMultFac 1 1.5 0.5

TimeShower:pTmaxMatch 1 2 1

SpaceShower:pTmaxMatch 0 2 1

Table 1. Pythia settings for the di↵erent datasets. For R&D the settings were the Pythia defaults
while for BB1 and BB3 they were modified. BB2 is not shown here because it was produced using
Herwig++ with default settings.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with

masses mZ0 = 3.823 TeV, mX = 732 GeV and mY = 378 GeV. A total of 834 signal

events were included (out of a total of 1M events in all). This number was chosen so

that the approximate local significance inclusively is not significant. In order to emulate

reality, the background events in Black Box 1 are di↵erent to the ones from the R&D

dataset. The background still uses the same generators as for the R&D dataset, but

a number of Pythia and Delphes settings were changed from their defaults. For the
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Fig. 4. A histogram of the resonant feature< in units of GeV with a parametric fit (U0 (1 �<)U1<U2+U3 log(<) ) using the SB data
overlaid. The fit Kolmogorov-Smirnov (KS) ?-value is well above 0.05 in the SB.

for the R&D dataset, but a number of P����� and D������ settings were changed from their defaults to mimic the
domain shift between simulation and experimental data.

2.3 Black Box 2

This sample of 1M events was background only. The background was produced using a di�erent publicly-available and
standard particle-physics event generation tool, H�����++ [27], instead of P�����. Also, it used a modi�ed D������
detector card that is di�erent from Black Box 1 but with similar modi�cations on top of the R&D dataset card.

2.4 Black Box 3

The signal was based on Ref. [35, 36] and consisted of a hypothetical heavy BSM particle with two di�erent decay modes
resulting in two collimated showers of particles (“dijets") or with three collimated showers of particles (“trijets") as
illustrated in Fig. 1 center and right. These signals are inspired by theories introducing extra dimensions of space-time.
1200 dijet events and 2000 trijet events were included along with Standard Model backgrounds in Black Box 3 (for
a total of 1M events). These numbers were chosen so that an analysis that found only one of the two modes would
not observe a signi�cant excess. The background events were produced with modi�ed P����� and D������ settings
(di�erent than the R&D and other Black Box datasets).

2.5 Evaluation of the Challenge

During the initial challenge phase (see [5]), only the signal contained in the R&D Dataset was known to participants.
For this, both the physical properties (decay topology, masses) and per-event labels were given. No such information
was made available for Black Box 1–3. Participants were asked to submit (separately for each Black Box): I) A p-value
associated with the dataset having no new particles (null hypothesis); II) As complete a characterization of the new
physics as possible (in text-form) (e.g. masses and decay modes of all new particles with associated uncertainties); and
III) How many signal events (central value and uncertainty) are in the dataset (before any selection criteria).

After the challenge phase, the physical properties and datasets with added per-event labels (signal or background)
were made public, rendering the initial evaluation criteria obsolete. However, as better signal identi�cation will aid
better anomaly detection, quantities such as accuracy, area under the curve (AUC), or signi�cance improvement (SIC,
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Fig. 2. A schematic diagram of a detector at the LHC to illustrate the standard coordinate system. In the top view, protons collide
into and out of the page while in the bo�om view, protons collide from the le� and right. The collision debris flies out in all directions
and for simplicity is represented by six particles. These particles register signals in a series of detector components. Their trajectories
are then reconstructed using their transverse momentum ?) and angular coordinates q and [.

high-level features are:< 91 the invariant mass of the lighter jet; �< 9 the mass di�erence of the two jets; and g21,1

and g21,2 the # -subjettiess ratios [33, 34] of the leading two jets. This feature quanti�es the degree to which a jet is
characterized by two subjets or one subjet, with smaller values indicating two-prong substructure.

Many approaches in the LHC Olympics challenge were based on these features, instead of the low-level features.
Plots of these high-level (histograms marginalized over the rest of the feature space) are shown in Fig. 3. We see that
many of them are quite useful in separating signal vs background. The resonant feature is shown in Fig. 4.

Fig. 3. Histograms of the four high-level features provided in the LHCO2020 data. The features in the right plot are dimensionless
and the features in the le� plot are given in units of TeV.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with di�erent parameters for the
anomalous particles, in order that a method trained exclusively on the R&D dataset could not trivially succeed on the
Black Box dataset. A total of 834 signal events were included (out of a total of 1M events in all). This number was chosen
so that the approximate local signi�cance inclusively is not signi�cant.4 In order to emulate reality, the background
events in Black Box 1 are di�erent to the ones from the R&D dataset. The background still uses the same generators as

4It is important to keep in mind that in particle physics, the discovery threshold is conventionally taken to be 5f , corresponding to a ?-value of 3 ⇥ 10�7
under the null hypothesis.
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Fig. 2. A schematic diagram of a detector at the LHC to illustrate the standard coordinate system. In the top view, protons collide
into and out of the page while in the bo�om view, protons collide from the le� and right. The collision debris flies out in all directions
and for simplicity is represented by six particles. These particles register signals in a series of detector components. Their trajectories
are then reconstructed using their transverse momentum ?) and angular coordinates q and [.

high-level features are:< 91 the invariant mass of the lighter jet; �< 9 the mass di�erence of the two jets; and g21,1

and g21,2 the # -subjettiess ratios [33, 34] of the leading two jets. This feature quanti�es the degree to which a jet is
characterized by two subjets or one subjet, with smaller values indicating two-prong substructure.

Many approaches in the LHC Olympics challenge were based on these features, instead of the low-level features.
Plots of these high-level (histograms marginalized over the rest of the feature space) are shown in Fig. 3. We see that
many of them are quite useful in separating signal vs background. The resonant feature is shown in Fig. 4.

Fig. 3. Histograms of the four high-level features provided in the LHCO2020 data. The features in the right plot are dimensionless
and the features in the le� plot are given in units of TeV.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with di�erent parameters for the
anomalous particles, in order that a method trained exclusively on the R&D dataset could not trivially succeed on the
Black Box dataset. A total of 834 signal events were included (out of a total of 1M events in all). This number was chosen
so that the approximate local signi�cance inclusively is not signi�cant.4 In order to emulate reality, the background
events in Black Box 1 are di�erent to the ones from the R&D dataset. The background still uses the same generators as

4It is important to keep in mind that in particle physics, the discovery threshold is conventionally taken to be 5f , corresponding to a ?-value of 3 ⇥ 10�7
under the null hypothesis.

6



57

2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Generative models 
 for anomaly detection

• 1): Choose one feature (m) in which to search for resonances
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Generative models 
 for anomaly detection

• 1): Choose one feature (m) in which to search for resonances

• 2): Use m divide spectrum into non-overlapping regions. Designate one as 

signal region (SR), others as sidebands (SB). Repeat the following for all 
choices of SR

Train generative model 
here
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Generative models 
 for anomaly detection

• 3) Train a generative model p(x|m) on auxiliary features in SB 
(used MAF, other choices including GAN/VAE possible as well)

Train generative model 
here
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Generative models 
 for anomaly detection

• 3) Train a generative model p(x|m) on auxiliary features in SB

• 4) Sample from p(x|m) in SR. Designate as pbg,est.

Train generative model 
here

and sample here

21
09

.0
05

46



61

Generative models 
 for anomaly detection

• 3) Train a generative model p(x|m) on auxiliary features in SB

• 4) Sample from p(x|m) in SR. Designate as pbg,est


• 5) Train binary classifer between pdata and pbg,est.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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Generative models 
 for anomaly detection

• 3) Train a generative model p(x|m) on auxiliary features in SB

• 4) Sample from p(x|m) in SR. Designate as pbg,est.


• 5) Train binary classifer between pdata and pbg,est. (mixed sample classifer)

• 6) Cut on high classifier scores to enrich sample with anomalies  

(and perform statistical analysis)
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FIG. 6. Background rejection (left) and significance improvement (right) of the various anomaly classifiers as a function of
the signal e�ciency. The solid lines are deduced from a median value of 10 fully independent trainings on the same training,
validation and evaluation set. The uncertainty bands quantify the variance from retraining the NNs on the same, fixed dataset
and are defined such that they contain 68% of the runs around the median.

FIG. 7. Left: Median maximum significance improvement of each method with 10 di↵erent signal injections (leading to a
di↵erent split of training, validation and evaluation sets in each run) at each decreasing value of signal/background ratios.
Here, the 68% hatched uncertainty bands quantify the variance (around the median) from both retrainings of the NN and

random realizations of the training and validation data, including di↵erent realizations of the 1,000 injected signal events.
Right: Achieved maximum significance, which is computed by multiplying the uncut significance by the maximum significance
improvement. Both plots feature the significance without any cut applied in the upper horizontal axis. The dotted lines on the
right hand side denote 3 and 5 sigma significance values.

and the simulation-dependent methods. The fact
that Cathode is only marginally worse than the
idealized anomaly detector (in fact, they are over-
lapping within their respective error bands al-
most everywhere) is truly striking. The idealized
anomaly detector is meant to provide an upper
bound on the performance of any data vs. back-
ground anomaly detection method. The fact that
the Cathode method is nearly saturating it in-
dicates that Cathode is achieving close to opti-
mal performance on the LHCO R&D dataset. Evi-

dently, the background in the SR is being extremely
well modeled by the interpolated conditional den-
sity estimator.

• Finally, we see from Fig. 6 that while Cathode and
the idealized anomaly detector are outperformed
by the supervised classifier at higher signal e�cien-
cies, at lower signal e�ciencies their performances
are all increasingly comparable. The behavior at
high signal e�ciency may be explained by the fact
that there is simply too much background to find
the signal; meanwhile, at low signal e�ciency, the

ours 
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Estimation
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Comments on anomaly 
detection

• As CATHODE approximates a likelihood ratio, it should be robust 
compared to methods that only use pBackground (e.g. autoencoders)
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Comments on anomaly 
detection

• As CATHODE approximates a likelihood ratio, it should be robust 
compared to methods that only use pBackground (e.g. autoencoders)


• However, still can be sensitive to choice of input features
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Comments on anomaly 
detection

• As CATHODE approximates a likelihood ratio, it should be robust 
compared to methods that only use pBackground (e.g. autoencoders)


• However, still can be sensitive to choice of input features


• Need also consider 

• Shaping of distributions under tigher anomaly detection cuts

• Cost of signal-injection in training on data

• How to efficiently estimate / compare / communicate sensitive 

regions of different anomaly detection algorithms

• Make data-based anomaly detection more flexible
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Challenge datasets
• All contain total of 1M examples; might contain signal;  

no labels provided during ‘content’ phase (labels available no)

• All used different simulation parameters for background (to avoid 

unrealistic exploits)

q
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q

q

q

q

Z 0

Figure 1. Feynman diagram for signals of R&D dataset and Black Box 1.

Setting R&D BB1 BB3

Tune:pp 14 3 10

PDF:pSet 13 12 5

TimeShower:alphaSvalue 0.1365 0.118 0.16

SpaceShower:alphaSvalue 0.1365 0.118 0.16

TimeShower:renormMultFac 1 0.5 2

SpaceShower:renormMultFac 1 0.5 2

TimeShower:factorMultFac 1 1.5 0.5

SpaceShower:factorMultFac 1 1.5 0.5

TimeShower:pTmaxMatch 1 2 1

SpaceShower:pTmaxMatch 0 2 1

Table 1. Pythia settings for the di↵erent datasets. For R&D the settings were the Pythia defaults
while for BB1 and BB3 they were modified. BB2 is not shown here because it was produced using
Herwig++ with default settings.

2.2 Black Box 1

This box contained the same signal topology as the R&D dataset (see Fig. 1) but with

masses mZ0 = 3.823 TeV, mX = 732 GeV and mY = 378 GeV. A total of 834 signal

events were included (out of a total of 1M events in all). This number was chosen so

that the approximate local significance inclusively is not significant. In order to emulate

reality, the background events in Black Box 1 are di↵erent to the ones from the R&D

dataset. The background still uses the same generators as for the R&D dataset, but

a number of Pythia and Delphes settings were changed from their defaults. For the

– 6 –

m=3.823 TeV

m=732 GeV

m=378 GeV

BB1: 834 signal examples 
Same event topology as R&D 

dataset, different masses 
 

might be easy?  

BB2: empty 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Figure 2. Feynman diagrams for signal of Black Box 3.
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Dijet signature

Trijet signature

BB3: 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🐨 & Friends
• Situation seems better for density ratio based techniques (CWola, ANODE, 

CATHODE,..)

• However…


