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Process Assignment by DNN
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Standard Approach:
+ projection to 1 dimension
+ loss of information

High dimensional output:
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High-Dimensional Clustering

K-Means Clustering Algorithm:
+ random initialisation of k cluster centers

+ eventwise assignment to closest cluster
+ iterative update of cluster centers

by mean of assigned events
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Binning from Clusters

DY
bin 1
Identify clusters
as bins for
likelihood fit TT in3 VH

Agnostic binning o
algorithm in °%
high-dimensional :
space ]
: 2
Visualisation of clusters after converger;ée - 200

by Principal Component Analysis in 2D




7 Physical Interpretation ~Q [T e

Svenja Diekmann 28.10.2022

‘Resulting Histograms
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Sensitivity Enhancement

Sensitivity increase for high numbers of clusters:
¢ improvement compared to the standard method

including statistical uncertainties
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