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Accelerated Discovery



How do we discover 
solutions to complex 
problems?
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Question Hypothesize Test Assess ReportStudy

Iterate

Iterate

The scientific method has been our best tool for 
discovery...
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The scientific method has evolved over time

Empirical
Science

Theoretical
Science

Computational
Science

Big data-driven
Science

Accelerated 
Discovery

~1600s ~1950 ~2000 2020s

1st Paradigm 2nd Paradigm 3rd Paradigm 4th Paradigm 

• Observations
• Experimentation

• Scientific laws 
• Physics
• Biology
• Chemistry

• Big data
• Patterns
• Anomalies
• Visualization

• Data + AI/ML
• Hybrid Cloud
• Quantum Computing
• Automation & autonomy

Pre-Renaissance

• Simulations
• Molecular dynamics
• Mechanistic models

New Era
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We are entering a new era of discovery

Empirical
Science

Theoretical
Science

Computational
Science

Big data-driven
Science

Accelerated 
Discovery

~1600s ~1950 ~2000 2020s

1st Paradigm 2nd Paradigm 3rd Paradigm 4th Paradigm 

• Observations
• Experimentation

• Scientific laws 
• Physics
• Biology
• Chemistry

• Big data
• Patterns
• Anomalies
• Visualization

• Data + AI/ML
• Hybrid Cloud
• Quantum Computing
• Automation & autonomy

Pre-Renaissance

• Simulations
• Molecular dynamics
• Mechanistic models

New Era
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TestQuestion

HypothesizeStudy

AssessReport

Automating and Accelerating Scientific Discovery

Extraction, integration and reasoning 
with knowledge at scale

Generative models propose new 
hypotheses and automatically explore 
vast discovery spaces

Machine representation of knowledge 
leads to new questions

AI surrogate models integrated with 
simulation fill in missing information

Tools help identify new questions based 
on needs and gaps in knowledge

Robotic labs automate experimentation 
and bridge digital models and physical 
testing

8

AI

Hybrid Cloud Quantum
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Examples in Materials Discovery



We aim to cut down both 
years and cost by 90%.

It takes roughly 10 years and 
upwards of $10–$100 million 
to discover one new material.
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Example Accelerated Discovery challenges and results for materials

IBM Research / IBM Corporation © 2022

Discovery of 500 
molecular 
candidates for 
membranes to 
better separate 
CO2 from flue gas

Climate & Sustainability

Discovery and 
synthesis of a new 
photoacid 
generator 
molecule in less 
than 1 year

Sustainable
semiconductors

Pyzer-Knapp et al. npj Comput. Mater. 8 (2022) 84
https://research.ibm.com/science/photoresist

Hsu et al. APS March Meeting (2021)
https://research.ibm.com/blog/accelerating-
materials-discovery

Discovery and 
validation of two 
new antimicrobial 
compounds in 48 
days instead of
2-4 years

Therapeutics

Discovered 
biomarkers and 
new disease 
trajectories for 
Type 1 diabetes

Biomarkers

Das et al. Nat. Biomed. Eng. 5 (2021) 613
https://research.ibm.com/publications/accelerated-
antimicrobial-discovery-via-deep-generative-
models-and-molecular-dynamics-simulations

Kwon et al. Nat. Commun. 13 (2022) 1514
https://research.ibm.com/blog/ai-predicting-
onset-of-type-1-diabetes
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Discovery Technology Foundational Building Blocks
Accelerate scientific discovery through consumable “general purpose” discovery tools and platforms

2-40x faster 

simulations with AI 

surrogates and 

intelligent workflows 

to fill in knowledge 

gaps & augment data

10x faster 

generation of novel 

hypotheses including 

inverse design of 

materials and 

property prediction

100x faster 

experimentation 

including intelligent 

retrosynthesis and 

recipe prediction 

and automation

Deep Search Simulation (ST4SD)
(Simulation Toolkit for Scientific Discovery)

Generative Models (GT4SD)
(Generative Toolkit for Scientific Discovery)

Synthesis & Testing (RXN)Deep Search

https://www.research.ibm.com/cov
id19/deep-search

https://pages.github.ibm.com/st4sd/overview/ https://github.com/GT4SD https://rxn.res.ibm.com/rxn/robo-rxn

Discovery
Optimization

Foundation
Models AI- and 

quantum-
enriched 

simulation

Hypothesis 
generation

Knowledge

Integration

“c1ccccc1(C(=O)O”

Accelerated Discovery Workflows
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Deep Search: Structuring and Reasoning with Scientific Knowledge
Large-scale curation and insight-extraction from unstructured multi-modal documents

IBM Research 13

https://ds4sd.github.io

Parse Interpret Index Integrate

Deep Search
Experience

https://deepsearch-
experience.res.ibm.com/

Deep Search can parse large collections of scientific articles Discovers entities and allows search via knowledge graphs

Deep Search
Toolkit

https://github.com/DS4SD/de
epsearch-toolkit

https://deepsearch-experience.res.ibm.com/
https://github.com/DS4SD/deepsearch-toolkit


Simulation Toolkit for Scientific Discovery (ST4SD)
Filling knowledge gaps with AI-enriched modeling and simulation

ST4SD runtime

AI surrogates

Virtual experiment registry

ST4SD experience

A runtime for simulation workflows that includes 
memoization and surrogate support as well as 
pluggable HPC backends

Includes and enables AI surrogate and hybrid 
workflows including configurable strategies for 
performance monitoring and  risk management 

Includes pre-built workflows and building blocks 
for composing and hosting virtual experiments

User interactive tool with pre-packaged 
experiments

IBM Research

ST4SD Toolkit

Deployable 
environment 
for modeling 
and 
simulation 
workflows



Generative Toolkit for Scientific Discovery (GT4SD)
Open-source library to accelerate hypothesis generation in scientific discovery

Applications include hypothesis generation 
for inverse design and discovery of materials

Example molecules generated using GT4SD

TestHypothesizeStudy

IBM Research

https://github.com/GT4SD

1. Train generative models

2. Create inference pipelines

3. Run inference pipelines

4. Share your models with the community

GT4SD/gt4sd-core

https://github.com/GT4SD/gt4sd-core


35,000
Users via cloud

9+ Million
Reaction 

predictions

7
Industrial 
partners

IBM RoboRXN – intelligent lab automation for the cloud 
AI + Hybrid Cloud + Robotic Labs for automated synthesis prediction and execution
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Foundation Models



The same AI breakthroughs 
happening in language are 
changing scientific discovery

Foundation models are powering new capabilities

AI

Data AI Models

Question Answering on SQuAD2.0 Improved
Language
Tasks

Transformers

Sentences

Words

Letters

Language

Natural Language Processing (NLP)

AI

Data AI Models

Improved
Chemistry 
Tasks

Transformers

Properties/Reactions

Molecules

Atoms

Chemistry

Accelerated Chemistry

Chemical Reaction Prediction*

IBM RXN
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Well chosen representations can simplify complex problems 

Data represented in the frequency 
domain can reduce complexity for 
filtering and denoising

Example from the world of signal processing

Frequency-domain

FT
Time-domain Time-domain

FT
-1
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Story of AI has also been a story of data representations

Expert Systems Machine Learning Deep Learning

20

Hand-crafted symbolic
representations

Task-specific hand-crafted 
feature representations

Task-specific learnt feature 
representations

1980s 1980s to ~2010 Big data Massive labeled data 
+
Compute

IBM Research



Foundations models are an emerging class of representation that is 
changing the AI landscape

Expert Systems Machine Learning Deep Learning Foundation Models

21

Hand-crafted symbolic
representations

Task-specific hand-crafted 
feature representations

Task-specific learntedfeature
representations

1980s 1980s to ~2010 Big data Massive labeled data 
+
Compute

Generalizable & adaptable 
learned representations

Self-supervision at scale
+
Massive unlabeled data 
+
Compute

2017+
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Success of Foundation Models for Language from self-supervision at scale
Enabled by a novel learning architectures + data + compute

22

CNNs

Unsupervised learning

Deep learning 
architectures

Transformer architectures learn 
generalizable language representations 
from large unlabeled data sets

Rapid scaling

Bi-LSTM Transformers……

Unlabeled
data

Attention 

2018 2019 2020 2021+

0.01

0.1

1

Number of 
model params 
(B)

10

100

Elmo

GPT-2

BERT

GPT-3

Megatron
T-NLG

1000

Megatron
LM

Prior to 2018

AlexNet

ResNet
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Foundation models for molecules enable multiple downstream tasks for molecule 
design, property prediction, reaction prediction, and more.

Large chemistry 
data sets:

E.g., GDB-17 (166B),  
ZINC-15 (200M), 

ChEMBL, PubChem, 
USPTO 

Retrosynthesis

Product prediction

Generation

Inverse design

Property prediction

Virtual screening

molecules

Language
representation

(E.g., SMILES)

New 
molecules 

in 
chemical 

space

Learn representation
for molecules

E.g., model learns basic 
chemistry from data 

including valency, ring 
structures, positioning of 

bonds, etc.

SMILES

Molecule generation:

• water solubility?
• metabolic stability?
• toxicity?

Properties:

molecules

molecule
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Generative models are a powerful tool for molecular inverse design and discovery
Learn from data to generate hypothetical and novel candidates for targeted properties

IBM Research, “Target-Specific 
and Selective Drug Design for 

COVID-19 Using Deep 
Generative Models,” May 2020

IBM Research, “Molecular Inverse-
Design Platform for Material 
Industries”, KDD, Aug 2020

Explore 
novel drug 
candidates 
for COVID-19

IBM Research 24

IBM Research, “Accelerated 
antimicrobial discovery via deep 

generative models and molecular 
dynamics simulations,” Nature 
Biomedical Engineering (2021)

https://covid19-mol.mybluemix.net/
https://www.nature.com/natbiomedeng


Example: Generative Models for New Antibiotic Discovery
Accelerating end-to-end anti-microbial discovery with generative models and molecular dynamics. 
Results demonstrate a 48 day time to discover and validate two new compounds, versus 2-4 years. 

• Deep-neural-net-based generative 
models screen for antimicrobial function, 
broad-spectrum efficacy, presence of 
secondary structure and toxicity. 

• Simulation confirms mode of action 
• Synthesis and test reveal two new potent 

compounds 

Two compounds displayed high 
potency against diverse Gram-
positive and Gram-negative 
pathogens and a low propensity 
to induce drug resistance 
in Escherichia coli. 

IBM Research & Oxford, “Accelerated antimicrobial discovery via deep generative models and 
molecular dynamics simulations,” Nature Biomedical Engineering (2021)

IBM Research

https://www.nature.com/natbiomedeng


IBM RXN for Chemistry uses AI foundation models to predict chemical reactions 
and chemical procedures

Synthesis
1

2

Add 2,2,6,6-Tetramethylpiperidin-1-ol (2.0 g) 

Mix 4-nitrophenyl chloroformate (1.1 g) and 
dichloromethane (5 ml) in a separate vial

Add mixture dropwise at -10°C

Stir for 1 hour at -10°C

Quench with aqueous Na2CO3 (15 ml)

Extract with dichloromethane (20 ml)

Concentrate

Chemical Reaction predictions

Chemical Procedure (recipe) predictions

IBM Research



Next Steps
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(1) Learning universal representations for materials, chemistry, biology, etc

OH

n

…

Multi-modal multi-task representation learns from 
materials and chemistry data across modalities

Multi-modal foundation models that can power a broad field of downstream tasks

• Comprehensive reusable representation across domains – breaks down silos of independent modeling

• Integration of multiple modalities fuses diverse sources of knowledge and data

Phenol

c1ccccc1(O)

Graph

SMILES

3D electron 
density image

Text 
description

Struvite

Text 
description

“crystallizes in the
orthorhombic

system as white to
yellowish or …”

ΔE : 6.02 eV
Mw : 245
…

IR 
spectrum

Fundamental 
properties

Caffein

Graph

SMILES

Text 
description

N

N

N

N

O

O

CN1C=NC2=C1C(=O)N(C
(=O)N2C)C

“Caffeine is a alkaloid 
found in the seeds, 

nuts, or leaves of.. ”

Fundamental 
properties

OH

OH

OH

OH

OH

Generative model

Simulation accelerator

• Generate new materials’ information 
with multiple modalities (image, text 
description, etc.)

• Target properties with limited data
• Interpretable generation

• Intellectual speculative skip of 
simulation steps by orbital 
information (surrogate model)

Plug-in with 
downstream tasks

Predictive model

• Predict properties in small/zero 
data domains

• Interpretable prediction

IBM Research



(2) Integrating Real-valued Logic into Foundation Model Representations 
using Logical Neural Networks (LNNs) for Improved Explainability

Standard 
Neuron

𝑦

‘?’
neuron

Input 
truth 
values

𝑥𝑛𝑥𝑖

𝑤0 𝑤𝑖 𝑤𝑛

𝑥0

Activation Function 
introduces
Non-linearities

Werbos, 1974
Rumelhart, Hinton and Williams, 1986

𝑤0

𝑦

𝑥𝑛𝑥𝑖

𝑤𝑖 𝑤𝑛

𝑥0

“AND”
neuron

Learning and Reasoning

Neuron architecture in 
Logical Neural Networks

Activation Function
introduces 
Logical operations

Riegel, et al., 2020, Logical Neural Networks

∀X,A,
B

∧

b(X,A) b(X,B)

∨

p(A,B) p(BA,)

→

‘AND’
Neuron 

Real-valued Logic
0<=y<=1

Constraints 
reflecting expert 
knowledge

Input 
truth 
values

29
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(3) Quantum circuit-based representations can potentially compute 
properties in physics and chemistry more naturally, accurately and efficiently

Molecule

Quantum computers are universal simulators of physics 
and chemistry – can provide efficient representations of 
dynamics by quantum circuits

Mapped to qubit 
operators

Mapped to quantum 
circuits representation

Properties measured
on quantum computer

𝐻 = ෍

𝑝,𝑞

ℎ𝑝𝑞 𝑐𝑝
+𝑐𝑞

+
1

2
෍

𝑝,𝑞,𝑟,𝑠

ℎ𝑝𝑞𝑟𝑠𝑐𝑝
+𝑐𝑞

+ 𝑐𝑞𝑐𝑠

𝐻 =෍

𝜇

𝑐𝜇 𝑃𝜇

𝑃 =Σ

Potential applications include drug discovery, next-gen battery design, corrosion analysis, structural analysis, new 
materials design, solar conversion, catalysts ad enzyme design 
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(4) IBM tools and infrastructure for foundation models

Foundation Model Pipelines and Tools
(Pre-built workflows, trust algorithms, evaluation 
metrics, testing & validation flows…)

Scale-out Middleware
(Serverless ML,  Workflows/Pipelines, AI Automation...)     

Scale-out Infrastructure

Compute Cluster

InferenceFine tuningTraining

Foundation model training jobs Fine tuning jobs Inference jobs

Hybrid Cloud Platform
(Distributed resource manage, placement, scheduling)   

GPUs
AI Accelerators
High speed networking

Scale-out infrastructure

– Optimized container networking implementations
– AI accelerators

Scalable middleware stack for distributed training

– Store and compute disaggregation
– Elastic and fault-tolerant distributed training 
– Data caching
– Efficient resource management (job placement & scheduling)

Tools and workflows for train, test, and consume
– Tools to support data scientist productivity
– Standardized reusable pipelines for train, test, validate, fine tune
– Tools for automatic metric collections for trust and quality control
– Scalable tools for model exploration & evaluation

31
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https://research.ibm.com/topics/foundation-models


For more information …
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https://research.ibm.com/blog/r
ay-summit-codeflare-
foundation-models

https://research.ibm.com/blog/
what-are-foundation-models

https://research.ibm.com/blog/
what-is-accelerated-discovery

https://research.ibm.com/blog/n
ew-sustainable-materials

Accelerated Discovery Foundation Models

IBM Research

https://research.ibm.com/blog/ray-summit-codeflare-foundation-models
https://research.ibm.com/blog/what-are-foundation-models
https://research.ibm.com/blog/what-is-accelerated-discovery
https://research.ibm.com/blog/new-sustainable-materials
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Thank You!



QubitsNeuronsBits + +

What’s Next in Computing?

Hybrid Cloud: cloud + high 
performance computing + 
robotics, instruments and labs

Artificial Intelligence (AI): 
advanced data-driven modeling, 
analytics and automation

Quantum Computing: making 
intractable problems tractable 
through a new computing modality

IBM Research


