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1. Introduction

1.1 CEPC and the 4t" conceptual detector 1.2 PID with the drift chamber
* CEPC is designed as the double ring accelerator with length ~100 km *Require > 20 K /m separation for p < 20 GeV/c
e CEPC runs as * lonization measurement: dE/dx vs. dN/dx
* Higgs factory: ~4M Higgs * dE/dx: total energy loss, large fluctuation
«Z & W factory: ~4 Tera Z, 100M W * dN/dx: # of primary ionizations (N, ), small fluctuation
(theoretical relative resolution 1/,/N,,)

Solenoid Magnet (3T / 2T )

TIPSy | Advantage: Cost effcert, high densit @etweon HCAL & ECAL 1.3 Cluster counting algorithm

PFA HCAL Challenges: Light yield, transparency,
massive production.

Advantage: the HCAL absorbers act as part

ciegnet o Te.  Determine the Np from the induced current waveform

\ o Challenges: thin enough not to affect the jet
- — =T resolution (e.g. BMR); stability.

B

— Waveform
—— Primary ionization
—— Secondary ionization

i Transverse Crystal bar ECAL

0.08 -
Advantage: better %y reconstruction.
Challenges: minimum number of readout
channels; compatible with PFA calorimeter;
maintain good jet resolution.
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Amplitude

A Drift chamber
that is optimized for PID

Advantage: Work at high luminosity Z runs

Challenges: sufficient PID power; thin
enough not to affect the moment resolution.
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2. Peak Finding Algorithm with RNN

2.1 Peak finding problem 2.3 Results
* Find all ionization peaks e RNN-based classifier is much better than the one with
e A Classiﬂcation problem on Slicing window Samples trad|t|0na| derivative mEthOd, espeC|a”y fOr plle-up situations
* Time-sequence data structure -
TR,
2.2 Network structure 101 [rommmmmmmmmnnneneeee — {f(( \W
 Main blocks: Recurrent Neutral Network (RNN) 0‘\
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3. N, Determination with CNN 3.3 Results
. L. * Single cell resolution ~22.8% (close to truth 22.3%
3.1 N, determination problem 5 ( h)JJred
* Determine N, from detected times in peak finding o wf TR
* Aregression problem : s - °F
o 1D pattern recognition P o -I|||||||. : sont
3.2 Network structure : e
* Main blocks: Convolutional Neural Network (CNN) e —— L e S e
Con::;q:unal Pooling Layer Flattening FuIIyL-:::rnrctad Fullyl-l:;:rn;ctad
S 4. Summary and Outlook
= A two-step cluster counting algorithm with ML is developed
5 i S o O * The algorlthm IS able to achieve a rgsolutlon close to t.he ’Fruth-
¢ level, which is better than the algorithm based on derivatives
| |  To make the full evaluation of the algorithm and to apply to the
— % experimental data
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