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HL-LHC and ATLAS computing
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ATLAS road-map for HL-LHC computing
• Prepared as input to the LHCC review of computing for HL-LHC


• Lays out a concrete plan to deliver the vision set out in the 
Conceptual Design Report prepared in 2020


• Consists of a set of milestones to be met in the coming years 
across all areas of software and computing in ATLAS


• Milestones are categorised as being as


• “Maintenance and operation”: needed just to stand still


• “Conservative R&D”: development work that can be 
carried out with existing person power within that domain


• “Aggressive R&D”: development work that will require new 
person-power or existing personnel committing to new 
activities, not assumed to come from the relevant domain 


• More aggressive milestones → potentially greater impact on 
resources


• Progress will be followed up internally every six months 
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https://cds.cern.ch/record/2729668
https://cds.cern.ch/record/2802918/files/LHCC-G-182.pdf


Roadmap topics
Project management

Databases, metadata, conditions

Core software & heterogeneous 
computing

Detector description, simulation, 
digitisation 

Reconstruction

Analysis

Distributed computing

HPC and analysis facilities

Collaboration with common projects
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Current or planned Norwegian 
involvement



Milestones
Project management

Databases, metadata, 
conditions

Core software & 
heterogeneous computing

Detector description, 
simulation, digitisation 

Reconstruction Analysis

Distributed computing
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Current involvement

• ATLAS distributed computing management, 
NorduGrid/ARC middleware development, 
ATLAS@Home, HPC integration


• Tau reconstruction


• Derivation framework, data formats, distributed 
analysis


• Development and follow-up of the milestones
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Project management

Distributed computing

HPC and analysis facilities

Reconstruction

Analysis



Contributions to the milestones
(Non-exhaustive; based on current expertise and interests)

• GPU programming in core software


• Machine learning in reconstruction


• High performance analysis


• HPC activities, new workflows

NFR application

(Catmore & Gramstad)

NFR application

(Catmore & Gramstad)


ATLAS QT (Langrekken)

NeIC application

(Cameron, Ould Saada, Read)
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Strong interest/expertise in Bergen


w.r.t. tau reconstruction



Summary

• ATLAS people: please read the document and consider whether new long-
term commitments could contribute to delivering these milestones whilst 
fitting into the strategy of NorCC


• Non-ATLAS people: are there areas where we could meaningfully 
collaborate?
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