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The role of electroweak global fits
§ The symmetry structure of the Standard Model defines specific relations 

among couplings and masses.

§ The renormalizability of the theory assures that tree-level relations are 
modified by finite calculable corrections.

§ Precision measurements of masses and couplings:
§ Test the consistency of the theory at the quantum level
§ Indirectly probe new physics via virtual effects

A comprehensive program of EW precision physics combined with emerging precision programs 
(top, Higgs) can be a very powerful  tool to explore physics beyond the Standard Model



A very successful history
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Global fits of precision EW observables gave us strong indications of where to find the 
SM Higgs boson and we now use its mass as one of the EW precision observables of 
the EW global fit to constrain new physics.
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 Run 1ATLAS + CMS  0.21) GeV± 0.24 ( ±125.09 

 CombinedRun 1+2  0.16) GeV± 0.24 ( ±124.97 

 CombinedRun 2  0.18) GeV± 0.27 ( ±124.86 

 CombinedRun 1  0.37) GeV± 0.41 ( ±125.38 
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-1 = 13 TeV, 36.1 fbs: Run 2, -1 = 7-8 TeV, 25 fbs: Run 1



EW Global fit: general framework
§ Set of input parameters (a scheme):

§ Fixed: GF, a
§ Floating: MZ, MH, mt, as(MZ), Dahad

(5)

§ Compute EW Precision observables (EWPO), including all known higher-order SM 
corrections:
§ Z-pole observables (LEP/SLD): GZ, sin2qeff, Al, AFB, …
§ W observables (LEP II, Tevatron, LHC): MW, GW
§ mt, MH, sin2qeff (Tevatron/LHC)

§ Perform best fit to EW precision data (EWPD) through different fitting procedures 
and compare with experimental measurements.

§ Parametrize new physics effects on EWPO (tree-level) and constrain deviations in 
terms of chosen parameters:
§ Oblique parameters : S,T, U
§ Effective interactions: SMEFT
§ ….



Framework we used

For these papers/talk: fit limited to EW precision observables
arXiv:2112.07274 : De Blas et al., Global analysis of electroweak data in the Standard Model (update of arXiv:1608:01509)
arXiv:2204.04204 : De Blas et al., Impact of recent measurements of the top-quark and W-boson mass on electroweak 
precision fits

The second paper updates mt and MW and study the impact of the new measurements.

Open-source tool

Statistical framework based on a Bayesian MCMC 
analysis as implemented in 
BAT (Bayesian Analysis Toolkit)
Caldwell et al., arXiv:0808.2552 

Supports SM (fully implemented) and BSM models
(some already implemented)

Includes EW, Higgs, flavor, top observables
http://hepfit.roma1.infn.it 

https://arxiv.org/abs/2112.07274
https://arxiv.org/abs/2204.04204
http://hepfit.roma1.infn.it/


Experimental inputs
§ Input parameters: a, GF ,as(MZ), MZ, MH, mt, Dahad

(5)

§ To get a(MZ)        Dahad
(5): from Lattice QCD + perturbative running

§ For mt we combine:
§ 2016 Tevatron combination
§ ATLAS  Run 1 and Run2 results
§ CMS Run 1 and Run 2 results
§ Recent CMS l+j measurement [mt=(171.77±0.38) GeV]

fixed

before

after

previous average
mt=172.58 ±0.45 GeV

new average 
mt=171.79 ± 0.38 GeV 

“standard”

new average 
mt=171.79 ±1.00 GeV

“conservative”

New CMS measurement dominates “standard” average but shows 3.5s tension with respect to 
Tevatron average (mt = 174.34 ± 0.64 GeV)             consider "conservative” scenario as well



Experimental inputs
§ For MW we combine:

§ All LEP 2 measurements
§ Previous Tevatron average
§ ATLAS and LHCb measurements
§ Recent CDF measurement [MW=(80.4335±0.0094) GeV]

before

after

previous average
MW = 80.379 ± 0.012 GeV

new average
MW = 80.4133 ± 0.0088 GeV

“standard”

new average
MW = 80.4133 ± 0.015 GeV

“conservative”

2

FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-

New CDF results dominates standard average but tensions between LEP 2, Tevatron, and 
LHC results         consider “conservative” scenario

From global SM fit, omitting the experimental 
information on MW (previous pull: 1.8 s)



Results of 
global fit
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Measurement Posterior Indirect/Prediction Pull Full Indirect Pull Full Prediction Pull
↵s(MZ) 0.1177± 0.0010 0.11762± 0.00095 0.11685± 0.00278 0.3 0.12181± 0.00470 �0.8 0.1177± 0.0010 �

[0.11576, 0.11946] [0.11145, 0.12233] [0.1126, 0.1310] [0.1157, 0.1197]

�↵(5)
had(MZ) 0.02766± 0.00010 0.027535± 0.000096 0.026174± 0.000334 4.3 0.028005± 0.000675 �0.5 0.02766± 0.00010 �

[0.027349, 0.027726] [0.025522, 0.026826] [0.02667, 0.02932] [0.02746, 0.02786]
MZ [GeV] 91.1875± 0.0021 91.1911± 0.0020 91.2314± 0.0069 �6.1 91.2108± 0.0390 �0.6 91.1875± 0.0021 �

[91.1872, 91.1950] [91.2178, 91.2447] [91.136, 91.288] [91.1834, 91.1916]
mt [GeV] 171.79± 0.38 172.36± 0.37 181.45± 1.49 �6.3 187.58± 9.52 �1.7 171.80± 0.38 �

[171.64, 173.09] [178.53, 184.42] [169.1, 206.1] [171.05, 172.54]
mH [GeV] 125.21± 0.12 125.20± 0.12 93.36± 4.99 4.3 247.98± 125.35 �0.9 125.21± 0.12 �

[124.97, 125.44] [82.92, 102.89] [100.8, 640.4] [124.97, 125.45]
MW [GeV] 80.4133± 0.0080 80.3706± 0.0045 80.3499± 0.0056 6.5 80.4129± 0.0080 0.1 80.3496± 0.0057 6.5

[80.3617, 80.3794] [80.3391, 80.3610] [80.3973, 80.4284] [80.3386, 80.3608]
�W [GeV] 2.085± 0.042 2.08903± 0.00053 2.08902± 0.00052 �0.1 2.09430± 0.00224 �0.2 2.08744± 0.00059 0.0

[2.08800, 2.09006] [2.08799, 2.09005] [2.0900, 2.0988] [2.08627, 2.08859]

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.231471± 0.000055 0.231469± 0.000056 0.8 0.231460± 0.000138 0.8 0.231558± 0.000062 0.7

[0.231362, 0.231580] [0.231361, 0.231578] [0.23119, 0.23173] [0.231436, 0.231679]
P pol
⌧ = A` 0.1465± 0.0033 0.14742± 0.00044 0.14744± 0.00044 �0.3 0.14750± 0.00108 �0.3 0.14675± 0.00049 �0.1

[0.14656, 0.14827] [0.14657, 0.14830] [0.1454, 0.1496] [0.14580, 0.14770]
�Z [GeV] 2.4955± 0.0023 2.49455± 0.00065 2.49437± 0.00068 0.5 2.49530± 0.00204 0.0 2.49397± 0.00068 0.6

[2.49329, 2.49581] [2.49301, 2.49569] [2.4912, 2.4993] [2.49262, 2.49531]
�0
h [nb] 41.480± 0.033 41.4892± 0.0077 41.4914± 0.0080 �0.3 41.4613± 0.0303 0.4 41.4923± 0.0080 �0.4

[41.4741, 41.5041] [41.4757, 41.5070] [41.402, 41.521] [41.4766, 41.5081]
R0

` 20.767± 0.025 20.7487± 0.0080 20.7451± 0.0087 0.8 20.7587± 0.0217 0.2 20.7468± 0.0087 0.7
[20.7329, 20.7645] [20.7281, 20.7621] [20.716, 20.801] [20.7298, 20.7637]

A0,`
FB 0.0171± 0.0010 0.016300± 0.000095 0.016291± 0.000096 0.8 0.016316± 0.000240 0.8 0.01615± 0.00011 1.0

[0.016111, 0.016487] [0.016102, 0.016480] [0.01585, 0.01679] [0.01594, 0.01636]
A` (SLD) 0.1513± 0.0021 0.14742± 0.00044 0.14745± 0.00045 1.8 0.14750± 0.00108 1.6 0.14675± 0.00049 2.1

[0.14656, 0.14827] [0.14656, 0.14834] [0.1454, 0.1496] [0.14580, 0.14770]
R0

b 0.21629± 0.00066 0.215892± 0.000100 0.215886± 0.000102 0.6 0.215413± 0.000364 1.2 0.21591± 0.00010 0.6
[0.215696, 0.216089] [0.215688, 0.216086] [0.21469, 0.21611] [0.21571, 0.21611]

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172197± 0.000054 �0.1 0.172404± 0.000183 �0.1 0.172189± 0.000054 �0.1

[0.172093, 0.172302] [0.172094, 0.172303] [0.17206, 0.17278] [0.172084, 0.172295]
A0,b

FB 0.0996± 0.0016 0.10335± 0.00030 0.10337± 0.00032 �2.3 0.10338± 0.00077 �2.1 0.10288± 0.00034 �2.0
[0.10276, 0.10396] [0.10275, 0.10400] [0.10189, 0.10490] [0.10220, 0.10354]

A0,c
FB 0.0707± 0.0035 0.07385± 0.00023 0.07387± 0.00023 �0.9 0.07392± 0.00059 �0.9 0.07348± 0.00025 �0.8

[0.07341, 0.07430] [0.07341, 0.07434] [0.07275, 0.07507] [0.07298, 0.07398]
Ab 0.923± 0.020 0.934770± 0.000039 0.934772± 0.000040 �0.6 0.934593± 0.000166 �0.6 0.934721± 0.000041 �0.6

[0.934693, 0.934847] [0.934693, 0.934849] [0.93426, 0.93491] [0.934642, 0.934801]
Ac 0.670± 0.027 0.66796± 0.00021 0.66797± 0.00021 0.1 0.66817± 0.00054 0.1 0.66766± 0.00022 0.1

[0.66754, 0.66838] [0.66755, 0.66839] [0.66712, 0.66922] [0.66722, 0.66810]
As 0.895± 0.091 0.935678± 0.000039 0.935677± 0.000040 �0.4 0.935716± 0.000098 �0.5 0.935621± 0.000041 �0.5

[0.935600, 0.935755] [0.935599, 0.935754] [0.935523, 0.935909] [0.935541, 0.935702]
BRW!`⌫̄` 0.10860± 0.00090 0.108388± 0.000022 0.108388± 0.000022 0.2 0.108291± 0.000109 0.3 0.108386± 0.000023 0.2

[0.108345, 0.108431] [0.108345, 0.108431] [0.10808, 0.10851] [0.108340, 0.108432]
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.231471± 0.000055 0.231474± 0.000056 �0.2 0.231460± 0.000138 �0.1 0.231558± 0.000062 �0.5

[0.231362, 0.231580] [0.231363, 0.231584] [0.23119, 0.23173] [0.231436, 0.231679]
Ruc 0.1660± 0.0090 0.172220± 0.000031 0.172220± 0.000032 �0.7 0.172424± 0.000180 �0.7 0.172212± 0.000032 �0.7

[0.172159, 0.172282] [0.172159, 0.172282] [0.17209, 0.17279] [0.172149, 0.172275]

TABLE II. Experimental data, Posterior from the full fit, Indirect determination of individual SM paramers/Prediction of
individual EWPO, Full Indirect determination of all SM parameters simultaneously, and Full Prediction of all EWPO si-
multaneously in the standard average scenario. The (Full) Indirect determination/(Full) Prediction is obtained omitting the
experimental information on individual (all) SM parameters/individual (all) EWPO.

sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
be tested by looking at the distribution of p-values. From
Table II, in the indirect determination case, we find an
average p-value of 0.43 with a 0.36 standard deviation,
while for the full prediction we obtain an average p-value

of 0.56 with a 0.30 standard deviation. Both values are
compatible with the expectation of a flatly distributed
p-value between zero and one. Furthermore, we evaluate
the global p-value from the full prediction, taking into ac-
count all theoretical and experimental correlations. We
obtain p = 2.45 · 10�5, corresponding to a global pull of
4.2�, in the standard averaging scenario, and p = 0.10,
corresponding to a global pull of 1.6�, in the conservative
averaging scenario.

``standard’’ scenario

Experimental 
values used as 
inputs

Results of the 
global fit

Result of the fit 
not using the 
corresponding 
measurement

Result of the fit 
not using any 
measurements of 
SM parameters

Predictions using 
measurements of 
SM parameters



Results of 
global fit
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Measurement Posterior Indirect/Prediction Pull Full Indirect Pull Full Prediction Pull
↵s(MZ) 0.1177± 0.0010 0.11786± 0.00095 0.11930± 0.00281 �0.5 0.12174± 0.00473 �0.8 0.1177± 0.0010 �

[0.11603, 0.11972] [0.11371, 0.12482] [0.1126, 0.1311] [0.1157, 0.1197]

�↵(5)
had(MZ) 0.02766± 0.00010 0.027614± 0.000097 0.026895± 0.000394 1.9 0.027987± 0.000699 �0.5 0.02766± 0.00010 �

[0.027422, 0.027804] [0.026123, 0.027677] [0.02661, 0.02935] [0.02747, 0.02786]
MZ [GeV] 91.1875± 0.0021 91.1887± 0.0021 91.2227± 0.0105 �3.3 91.2111± 0.0390 �0.6 91.1875± 0.0021 �

[91.1847, 91.1927] [91.2024, 91.2434] [91.135, 91.289] [91.1834, 91.1916]
mt [GeV] 171.8± 1.0 173.12± 0.92 180.10± 2.25 �3.3 187.16± 9.83 �1.6 171.8± 1.0 �

[171.30, 174.92] [175.66, 184.55] [167.9, 206.4] [169.8, 173.8]
mH [GeV] 125.21± 0.12 125.21± 0.12 102.19± 9.79 1.9 245.25± 125.35 �0.9 125.21± 0.12 �

[124.97, 125.45] [87.01, 127.30] [98.1, 640.4] [124.97, 125.45]
MW [GeV] 80.413± 0.015 80.3634± 0.0068 80.3505± 0.0077 3.7 80.4116± 0.0146 0.0 80.3497± 0.0079 3.7

[80.3500, 80.3769] [80.3355, 80.3655] [80.383, 80.440] [80.3342, 80.3653]
�W [GeV] 2.085± 0.042 2.08859± 0.00066 2.08859± 0.00066 �0.1 2.09426± 0.00245 �0.2 2.08743± 0.00073 0.0

[2.08731, 2.08988] [2.08732, 2.08988] [2.0894, 2.0990] [2.08601, 2.08889]

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.231491± 0.000059 0.231490± 0.000059 0.8 0.231461± 0.000136 0.8 0.231558± 0.000068 0.7

[0.231376, 0.231608] [0.231374, 0.231607] [0.23119, 0.23173] [0.231426, 0.231691]
P pol
⌧ = A` 0.1465± 0.0033 0.14725± 0.00046 0.14727± 0.00047 �0.2 0.14750± 0.00108 �0.3 0.14674± 0.00053 �0.1

[0.14634, 0.14817] [0.14635, 0.14820] [0.1454, 0.1496] [0.14570, 0.14779]
�Z [GeV] 2.4955± 0.0023 2.49453± 0.00066 2.49434± 0.00070 0.5 2.49528± 0.00205 0.1 2.49396± 0.00072 0.6

[2.49324, 2.49584] [2.49295, 2.49572] [2.4912, 2.4993] [2.49257, 2.49538]
�0
h [nb] 41.480± 0.033 41.4908± 0.0077 41.4929± 0.0080 �0.4 41.4616± 0.0304 0.4 41.4924± 0.0080 �0.4

[41.4757, 41.5059] [41.4772, 41.5087] [41.402, 41.522] [41.4767, 41.5083]
R0

` 20.767± 0.025 20.7491± 0.0080 20.7458± 0.0086 0.8 20.7589± 0.0218 0.2 20.7470± 0.0087 0.8
[20.7333, 20.7649] [20.7287, 20.7627] [20.716, 20.802] [20.7297, 20.7638]

A0,`
FB 0.0171± 0.0010 0.01626± 0.00010 0.01625± 0.00010 0.8 0.01631± 0.00024 0.8 0.01615± 0.00012 1.0

[0.01606, 0.01647] [0.01605, 0.01646] [0.01585, 0.01679] [0.01592, 0.01638]
A` (SLD) 0.1513± 0.0021 0.14725± 0.00046 0.14728± 0.00049 1.9 0.14750± 0.00108 1.6 0.14674± 0.00053 2.1

[0.14634, 0.14817] [0.14632, 0.14824] [0.1454, 0.1496] [0.14570, 0.14779]
R0

b 0.21629± 0.00066 0.21587± 0.00010 0.21586± 0.00011 0.7 0.21542± 0.00037 1.2 0.21591± 0.00011 0.6
[0.21566, 0.21607] [0.21565, 0.21607] [0.21467, 0.21613] [0.21570, 0.21611]

R0
c 0.1721± 0.0030 0.172210± 0.000054 0.172210± 0.000054 0.0 0.172400± 0.000185 �0.1 0.172190± 0.000055 �0.1

[0.172102, 0.172316] [0.172103, 0.172317] [0.17205, 0.17277] [0.172082, 0.172297]
A0,b

FB 0.0996± 0.0016 0.10324± 0.00033 0.10325± 0.00035 �2.2 0.10338± 0.00076 �2.1 0.10287± 0.00037 �2.0
[0.10259, 0.10388] [0.10258, 0.10393] [0.10188, 0.10489] [0.10214, 0.10361]

A0,c
FB 0.0707± 0.0035 0.07377± 0.00024 0.07377± 0.00026 �0.9 0.07391± 0.00059 �0.9 0.07348± 0.00028 �0.8

[0.07328, 0.07425] [0.07327, 0.07428] [0.07275, 0.07507] [0.07293, 0.07403]
Ab 0.923± 0.020 0.934746± 0.000040 0.934746± 0.000040 �0.6 0.934594± 0.000169 �0.6 0.934721± 0.000041 �0.6

[0.934668, 0.934825] [0.934668, 0.934826] [0.93426, 0.93492] [0.934640, 0.934802]
Ac 0.670± 0.027 0.66789± 0.00023 0.66789± 0.00023 0.1 0.66816± 0.00054 0.1 0.66766± 0.00024 0.1

[0.66743, 0.66834] [0.66743, 0.66835] [0.66712, 0.66922] [0.66718, 0.66814]
As 0.895± 0.091 0.935663± 0.000043 0.935663± 0.000043 �0.4 0.935714± 0.000099 �0.5 0.935622± 0.000045 �0.5

[0.935580, 0.935746] [0.935580, 0.935746] [0.935522, 0.935909] [0.935533, 0.935709]
BRW!`⌫̄` 0.10860± 0.00090 0.108382± 0.000022 0.108382± 0.000022 0.2 0.108293± 0.000110 0.3 0.108386± 0.000023 0.2

[0.108339, 0.108425] [0.108339, 0.108425] [0.10808, 0.10851] [0.108340, 0.108432]
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.231491± 0.000059 0.231496± 0.000061 �0.2 0.231461± 0.000136 �0.1 0.231558± 0.000068 �0.5

[0.231376, 0.231608] [0.231376, 0.231616] [0.23119, 0.23173] [0.231426, 0.231691]
Ruc 0.1660± 0.0090 0.172231± 0.000033 0.172231± 0.000033 �0.7 0.172424± 0.000180 �0.7 0.172211± 0.000034 �0.7

[0.172167, 0.172295] [0.172168, 0.172296] [0.17208, 0.17279] [0.172145, 0.172277]

TABLE VI. Same as Table II in the conservative average scenario.

Result Correlation Result Correlation
(ICST/ICSM = 24.5/37.1) (ICSTU/ICSM = 25.3/37.1)

S 0.086± 0.077 1.00 0.004± 0.096 1.00
T 0.177± 0.070 0.89 1.00 0.040± 0.120 0.90 1.00
U � � � 0.134± 0.095 �0.60 �0.81 1.00

TABLE VII. Same as Table III in the conservative average scenario.

“conservative” scenario
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Theory and parametric errors

6

standard scenario conservative scenario

Prediction ↵s(M
2
Z) �↵

(5)
had(M

2
Z) MZ mt Total mt Total

MW [GeV] 80.3545 ±0.0006 ±0.0018 ±0.0027 ±0.0027 ±0.0042 ±0.0060 ±0.0069
�W [GeV] 2.08782 ±0.00040 ±0.00014 ±0.00021 ±0.00021 ±0.00052 ±0.00047 ±0.00066
BRW!`⌫̄` 0.108386 ±0.000024 ±0.000000 ±0.000000 ±0.000000 ±0.000024 ±0.000000 ±0.000024
sin2

✓
lept
e↵ 0.231534 ±0.000003 ±0.000035 ±0.000015 ±0.000013 ±0.000041 ±0.000030 ±0.000048

�Z [GeV] 2.49414 ±0.00049 ±0.00010 ±0.00021 ±0.00010 ±0.00056 ±0.00023 ±0.00060
�
0
h [nb] 41.4929 ±0.0049 ±0.0001 ±0.0020 ±0.0003 ±0.0053 ±0.0007 ±0.0053

R
0
` 20.7464 ±0.0062 ±0.0006 ±0.0003 ±0.0002 ±0.0063 ±0.0004 ±0.0063

A
0,`
FB 0.016191 ±0.000006 ±0.000060 ±0.000026 ±0.000023 ±0.000070 ±0.000052 ±0.000084

A` 0.14692 ±0.00003 ±0.00028 ±0.00012 ±0.00010 ±0.00032 ±0.00023 ±0.00038
R

0
b 0.215880 ±0.000011 ±0.000001 ±0.000000 ±0.000015 ±0.000019 ±0.000034 ±0.000035

R
0
c 0.172198 ±0.000020 ±0.000002 ±0.000001 ±0.000005 ±0.000020 ±0.000011 ±0.000023

A
0,b
FB 0.10300 ±0.00002 ±0.00020 ±0.00008 ±0.00007 ±0.00023 ±0.00016 ±0.00027

A
0,c
FB 0.07358 ±0.00001 ±0.00015 ±0.00006 ±0.00006 ±0.00018 ±0.00013 ±0.00021

Ab 0.934727 ±0.000001 ±0.000023 ±0.000010 ±0.000003 ±0.000025 ±0.000007 ±0.000026
Ac 0.66775 ±0.00001 ±0.00012 ±0.00005 ±0.00005 ±0.00014 ±0.00011 ±0.00017
As 0.935637 ±0.000002 ±0.000022 ±0.000010 ±0.000009 ±0.000026 ±0.000020 ±0.000031
Ruc 0.172220 ±0.000019 ±0.000002 ±0.000001 ±0.000005 ±0.000020 ±0.000011 ±0.000023

TABLE IV. Total parametric uncertainties for SM predictions of EWPO, and individual contributions related to each SM
parameter, except for mH (see text). Individual contributions are obtained setting all SM parameters to their central values,
except for the one indicated in each column, which is allowed to float according to its uncertainty. Results in this Table do not
include the intrinsic uncertainties in Eq. (1).

for the contributions coming from the uncertainty in mH , which, even in the conservative scenario, are numerically
irrelevant in the total parametric uncertainty.

For each observable, we give in Tables II and III, the experimental information used as input (Measurement),
together with the output of the combined fit (Posterior)6, and the Individual Prediction of the same quantity. The
latter is obtained from the posterior predictive distribution derived from a combined analysis of all the other quantities
that are not experimentally correlated with the given observable. The compatibility of the constraints is then evaluated
by sampling the posterior predictive distribution and the experimental one, by constructing the probability density
function (p.d.f.) of the residuals p(x), and by computing the integral of the p.d.f. in the region p(x) < p(0). This
two-sided p � value is then converted to the equivalent number of standard deviations for a Gaussian distribution.
In the case of a Gaussian posterior predictive distribution, this quantity coincides with the usual pull defined as the
di↵erence between the central values of the two distributions divided by the sum in quadrature of the residual mean
square of the distributions themselves. The advantage of this approach is that no approximation is made on the shape
of p.d.f.’s. These 1D pulls are also shown in Figure 1. We can see a clear consistency between the measurement of
all EWPO and their SM predictions. Only A

0,b
FB shows some tension (at the 2� level), which should be considered in

investigating new physics but also treated with care given the large number of observables considered in the EW fit
(see the discussion below for a quantitative assessment of the global significance taking the look-elsewhere e↵ect into
account).

Moreover, when interpreting this 1D pull one needs to take into account that A
0,b
FB is actually part of a set of

experimentally correlated observables. In order to check the consistency between SM and experiments in this case,
one can define an nD pull by removing from the fit one set of correlated observables at a time and computing the
prediction for the set of observables together with their covariance matrix. Then the same procedure described for 1D
pulls can be carried out, this time sampling the posterior predictive and experimental n-dimensional p.d.f.’s. This nD
pull is shown in the last column in Tables II and III, as well as in Figure 1, in which case we see that the global pull for
the set of correlated observables involving A

0,b
FB is reduced to 1.3�. To get an idea of the agreement between the SM

and EWPD, it is useful to consider the distribution of the p-values corresponding to the 1D pulls for the individual
measurements. For purely statistical fluctuations, one expects the p-values to be uniformly distributed between 0 and
1. From the results in Tables II and III, we obtain in both scenarios an average p-value of 0.5 with � = 0.3, fully
compatible with a flat distribution.

In addition to the Individual Predictions obtained removing each individual observable/set of correlated observables
from the fit, one can obtain a Full Prediction by dropping all experimental information on EWPO and just using

6 The correlation matrices from these fits are reported in the Appendix.

Theory intrinsic uncertainties on input parameters

dthMW = 4 MeV , dthsin2qW = 5 ×10-5

dthGZ = 0.4 MeV, dths0
had = 6 pb

dthR0
l = 0.006, dthR0

c = 0.00005
dthR0b = 0.0001

Parametric uncertainties

Still small compared to experimental uncertainties.
Small impact on fit’s outcome.



Beyond the SM

Very broadly, two main options:

§Add new physics that breaks residual SU(2)V custodial symmetry and 
allows r≠1 at tree level          not considered here

§Add heavy new physics that decouples and leaves virtual effects:
§ Mainly in gauge boson propagators: “Oblique corrections” (“oblique” models)

§ S,T,U parameters
§ In a complete set of gauge-invariant higher dimension effective operators

§ Example: SMEFT



Beyond the SM: {S,T,U}
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In view of the significant discrepancy between the SM
prediction and the experimental average for MW , we dis-
cuss next the implications of the new Tevatron result on
scenarios of NP beyond the SM. In particular we discuss
the case of NP models which mainly introduce sizable
EW oblique corrections (here denoted as oblique models)
and the case in which NP is described at the EW scale
by more general e↵ective interactions, taking as proto-
type example the dimension-six SM E↵ective Field The-
ory (SMEFT). Let us first consider a class of NP models
in which the dominant contributions to EWPO are ex-
pected to arise as oblique corrections, i.e. via modifica-
tions of the EW gauge-boson self energies, and can thus
be parameterized in terms of the S, T , and U parameters
introduced in Ref. [47, 48] (or equivalently by the "1,2,3
parameters introduced in refs. [49–51], although, for the
sake of brevity, we consider here only the former set of
parameters). The explicit dependence of the EWPO on
S, T , and U can be found in appendix A of Ref. [52].
If one assumes NP contributions to U to be negligible,
then a prediction for MW can be obtained from all other
EWPO, as reported in Table I, and could reduce the SM
discrepancy with the experimental value of MW to a ten-
sion at the 1.5 � level. This scenario, U ⌧ S, T , is ex-
pected in extensions with heavy new physics where the
SM gauge symmetries are realized linearly in the light
fields, in which case U is generated by interactions of
mass dimension eight, and is then suppressed with re-
spect to S and T , which are given by dimension-six in-
teractions. Alternatively, to describe scenarios where siz-
able contributions to U are generated, we also consider
the case where this parameter is left free. 4 In this case,
since U is only very loosely constrained by �W , MW can-
not be predicted with a reasonable accuracy. At the same
time, this means that the apparent discrepancy with the
new MW measurement can be solved by a nonvanishing
U parameter. In Tables III and VII we report the results
of a global fit, including MW , for the oblique parame-
ters, while the corresponding probability density func-
tions (p.d.f.) are presented in Figs. 2 and 4. We also
report the value of the Information Criterion (IC) [54] of
the fits, compared to the SM one. The posterior for the
EWPO is reported in Tables IV and IX.

Result Correlation Result Correlation
(ICST/ICSM = 25.0/80.2) (ICSTU/ICSM = 25.3/80.2)

S 0.100± 0.073 1.00 0.005± 0.096 1.00
T 0.202± 0.056 0.93 1.00 0.040± 0.120 0.91 1.00
U � � � 0.134± 0.087 �0.65 �0.88 1.00

TABLE III. Results of the global fit of the oblique parameters
to all EWPO in the standard average scenario.

4 The STU results can also be used to derive constraints in terms
of the three combinations of four dimension-six oblique operators
that a↵ect EWPO, namely S, T,W , and Y [53], via their relation
with the "1,2,3 parameters [53].

We then relax the assumption of dominant oblique NP
contributions and consider generic heavy NP within the
formalism of the dimension-six SMEFT. Here we work
in the so-called Warsaw basis [55] assuming fermion uni-
versality and, as in the fits presented above, we use the
{↵, Gµ,MZ} EW input scheme [56]. In the Warsaw ba-
sis, there are a total of ten operators that can modify the
EWPO at leading order, but only eight combinations of
the corresponding Wilson coe�cients can be constrained
by the data in Table II [57, 58]. Using the notation of [55],
these combinations can be written as, e.g. [57]

Ĉ(1)
'f

=C(1)
'f

� Yf

2
C'D, f = l, q, e, u, d, (6)

Ĉ(3)
'f

=C(3)
'f

+
c2
w

4s2
w

C'D +
cw
sw

C'WB , f = l, q, (7)

Ĉll =
1

2
((Cll)1221 + (Cll)2112) = (Cll)1221, (8)

where sw, cw are the sine and cosine of the weak mix-
ing angle, Yf denotes the fermion hypercharge and we
have absorbed the dependence on the cut-o↵ scale of the
SMEFT, ⇤, in the Wilson coe�cients, i.e. the above co-
e�cients carry dimension of [mass]�2. Furthermore, the
e↵ective EW fermion couplings always depend on Ĉll via
the following combinations, fixed by the corresponding
fermionic quantum numbers (see e.g. [59]),

Ĉ(3)
'f

� c2
w

2s2
w

Ĉll and Ĉ(1)
'f

+ Yf Ĉll, (9)

such that the e↵ects of Ĉll cannot be separated from
other operators using only Z-pole observables. The flat
direction can be broken by the W -boson mass, which de-

pends on Ĉ(3)
'l

� Ĉll/2, or any observable sensitive to its
value, e.g. the W -boson width �W . The comparatively
low precision of the experimental measurement of �W

(⇠ 2%) thus results in a weak prediction for MW from
the SMEFT fit, with an uncertainty somewhat below 2
GeV5, see Table I, which can easily fit the experimental
measurement, via a non-zero value of the combination

Ĉ(3)
'l

� Ĉll/2. Indeed, as can be seen in Tables V and
VIII for the standard and conservative scenarios, respec-
tively, the two operators involved in the combination are

strongly correlated between them, but also with Ĉ(1)
'l

.
The latter correlation can be understood from the fact
that the combination Ĉ(1)

'l
+ Ĉ(3)

'l
is the one that directly

corrects the left-handed electron couplings, which is mea-
sured to the permil level. The extraction of this coupling
from data, however, is typically correlated with the one

5 This only accounts for the SMEFT parametric and SM intrinsic
uncertainties but neglects the uncertainty associated to higher-
order e↵ects in the SMEFT, e.g. from dimension-eight contribu-
tions, which could be evaluated via the methods of [60].

2

FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.
We then perform a series of fits to the di↵erent EWPO

using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�
discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-

U=0, (S,T) reabsorb impact of MW U≠0, U reabsorb impact of MW

“standard”

“conservative”
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MW IN THE SMEFT

● Eight independent combinations of dim. 6 

operators contribute to EWPO. In the 

Warsaw basis:

● Again, one independent combination enters 

only MW and Gw, namely:           ; very loose 

prediction for MW from Gw

Zff/Wff
vertex 

corrections

W/Z 
propagators S,T

GF

Only 8 independent combinations enter EWPO

Fitting all operators at the time:

� �t�ŽďƐĞƌǀĂďůĞƐ�ĐĂŶ�ĐŽŶƐƚƌĂŝŶ�ϴ�ŽƵƚ�ŽĨ�ϭϬ��ŝ Ɛ͛͘
� Significant effects on                                  .

Fitting one operator at the time:

� Higgs and top observables can lift the degeneracy.                                  

Analysis in progress!
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Global Fit: SMEFT
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Very loose prediction of MW from GW(MW)
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Global fit of all coefficients Fit of individual coefficients

No substantial impact of new mt and MW measurements, within uncertainty of the fit.

Adding Higgs and top observables will lift the degeneracy

All 10 coefficients constrained independently by the global fit

Fitting all operators at the time:
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� Significant effects on                                  .

Fitting one operator at the time:

� Higgs and top observables can lift the degeneracy.                                  

Analysis in progress!
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Conclusions
§ EW global fits stress-test the SM and provide a very strong  indirect constraint on new 

physics.

§ New measurement of MW (and mt) taken at face value implies a 6.5s discrepancy with 
the SM global fit.

§ Oblique corrections can reabsorb it with NP at the electroweak scale if loop-mediated 
(excluded) and at the TeV scale if tree-level.

§ A more conservative averaging procedure greatly reduces the tension and the need for 
a NP explanation.

New independent measurements of MW (and mt) become crucial!


